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## PREFACE

This book has been designed as a complete self-contained text for learning programming, using the Z80. It can be used by a person who has never programmed before, and should also be of value to anyone using the Z 80 .

For the person who has already programmed, this book will teach specific programming techniques using (or working around) the specific characteristics of the Z80. This text covers the elementary to intermediate techniques required to start programming effectively.

This text aims at providing a true level of competence to the person who wished to program using this microprocessor. Naturally, no book will effectively teach how to program, unless one actually practices. However, it is hoped that this book will take the reader to the point where he feels that he can start programming by himself and can solve simple or even moderately complex problems using a microcomputer.

This book is based on the author's experience in teaching more than 1000 persons how to program microcomputers. As a result, it is strongly structured. Chapters normally go from the simple to the complex. For readers who have already learned elementary programming, the introductory chapter may be skipped. For others who have never programmed, the final sections of some chapters may require a second reading. The book has been designed to take the reader systematically through all the basic concepts and techniques required to build increasingly complex programs. It is, therefore, strongly suggested that the ordering of the chapters be followed. In addition, for effective results, it is important that the reader attempt to solve as many exercises as possible. The difficulty within the exercises has been carefully graduated. They are designed to verify that the material which has been presented is really understood. Without doing the programming exercises, it will not be possible to realize the full value of this book as an educational medium. Several of the exercises may require time, such as the multiplication exercise. However, by doing those, you will actually program and learn by doing. This is indispensable.

For those who have acquired a taste for programming when reaching the end of this volume, a companion volume is planned: the " Z 80 Applications Book."

Other books in this series cover programming for other popular microprocessors.

For those who wish to develop their hardware knowledge, it is suggested that the reference books "Microprocessors" (ref. C201) and "Microprocessor Interfacing Techniques" (ref. C207) be consulted.

The contents of this book have been checked carefully and are believed to be reliable. However, inevitably, some typographical or other errors will be found. The author will be grateful for any comments by alert readers so that future editions may benefit from their experience. Any other suggestions for improvements, such as other programs desired, developed, or found of value by readers, will be appreciated.

## 1

## BASIC CONCEPTS

## INTRODUCTION

This chapter will introduce the basic concepts and definitions relating to computer programming. The reader already familiar with these concepts may want to glance quickly at the contents of this chapter and then move on to Chapter 2. It is suggested, however, that even the experienced reader look at the contents of this introductory chapter. Many significant concepts are presented here including, for example, two's complement, BCD, and other representations. Some of these concepts may be new to the reader; others may improve the knowledge and skills of experienced programmers.

## WHAT IS PROGRAMMING?

Given a problem, one must first devise a solution. This solution, expressed as a step-by-step procedure, is called an algorithm. An algorithm is a step-by-step specification of the solution to a given problem. It must terminate in a finite number of steps. This algorithm may be expressed in any language or symbolism. A simple example of an algorithm is:

1-insert key in the keyhole
2 -turn key one full turn to the left
3-seize doorknob
4-turn doorknob left and push the door

At this point, if the algorithm is correct for the type of lock involved, the door will open. This four-step procedure qualifies as an algorithm for door opening.

Once a solution to a problem has been expressed in the form of an algorithm, the algorithm must be executed by the computer. Unfortunately, it is now a well-established fact that computers cannot understand or execute ordinary spoken English (or any other human language). The reason lies in the syntactic ambiguity of all common human languages. Only a well-defined subset of natural language can be "understood" by the computer. This is called a programming language.
Converting an algorithm into a sequence of instructions in a programming language is called programming. To be more specific, the actual translation phase of the algorithm into the programming language is called coding. Programming really refers not just to the coding but also to the overall design of the programs and "data structures" which will implement the algorithm.
Effective programming requires not only understanding the possible implementation techniques for standard algorithms, but also the skillful use of all the computer hardware resources, such as internal registers, memory, and peripheral devices, plus a creative use of appropriate data structures. These techniques will be covered in the next chapters.
Programming also requires a strict documentation discipline, so that the programs are understandable to others, as well as to the author. Documentation must be both internal and external to the program.

Internal program documentation refers to the comments placed in the body of a program, which explain its operation.
External documentation refers to the design documents which are separate from the program: written explanations, manuals, and flowcharts.

## FLOWCHARTING

One intermediate step is almost always used between the algorithm and the program. It is called a flowchart. A flowchart is simply a symbolic representation of the algorithm expressed as a sequence of rectangles and diamonds containing the steps of the algorithm. Rectangles are used for commands, or "executable statements." Diamonds are used for tests such as: If information

X is true, then take action A, else B. Instead of presenting a formal definition of flowcharts at this point, we will introduce and discuss flowcharts later on in the book when we present programs.

Flowcharting is a highly recommended intermediate step between the algorithm specification and the actual coding of the solution. Remarkably, it has been observed that perhaps $10 \%$ of the programming population can write a program successfully without having to flowchart. Unfortunately, it has also been observed that $90 \%$ of the population believes it belongs to this $10 \%$ ! The result: $80 \%$ of these programs, on the average, will fail the first time they are run on a computer. (These percentages are naturally not meant to be accurate.) In short, most novice programmers seldom see the necessity of drawing a flowchart. This usually results in "unclean" or erroneous programs. They must then spend a long time testing and correcting their program (this is called the


Fig. 1.1: A Flowchart for Keeping Room Temperature Constant
debugging phase). The discipline of flowcharting is therefore highly recommended in all cases. It will require a small amount of additional time prior to the coding, but will usually result in a clear program which executes correctly and quickly. Once flowcharting is well understood, a small percentage of programmers will be able to perform this step mentally without having to do it on paper. Unfortunately, in such cases the programs that they write will usually be hard to understand for anybody else without the documentation provided by flowcharts. As a result, it is universally recommended that flowcharting be used as a strict discipline for any significant program. Many examples will be provided throughout the book.

## INFORMATION REPRESENTATION

All computers manipulate information in the form of numbers or in the form of characters. Let us examine here the external and internal representations of information in a computer.

## INTERNAL REPRESENTATION OF INFORMATION

All information in a computer is stored as groups of bits. A bit stands for a binary $\operatorname{digit}$ (" 0 " or " 1 "). Because of the limitations of conventional electronics, the only practical representation of information uses two-state logic (the representation of the state " 0 " and " 1 "). The two states of the circuits used in digital electronics are generally "on" or "off", and these are represented logically by the symbols " 0 " or " 1 ". Because these circuits are used to implement "logical" functions, they are called "binary logic." As a result, virtually all information-processing today is performed in binary format. In the case of microprocessors in general, and of the Z80 in particular, these bits are structured in groups of eight. A group of eight bits is called a byte. A group of four bits is called a nibble.

Let us now examine how information is represented internally in this binary format. Two entities must be represented inside the computer. The first one is the program, which is a sequence of instructions. The second one is the data on which the program will operate, which may include numbers or alphanumeric text. We will discuss below three representations: program, numbers, and alphanumerics.

## Program Representation

All instructions are represented internally as single or multiple bytes. A so-called "short instruction" is represented by a single byte. A longer instruction will be represented by two or more bytes. Because the Z 80 is an eight-bit microprocessor, it fetches bytes successively from its memory. Therefore, a single-byte instruction always has a potential for executing faster than a twoor three-byte instruction. It will be seen later that this is an important feature of the instruction set of any microprocessor and in particular the Z80, where a special effort has been made to provide as many single-byte instructions as possible in order to improve the efficiency of the program execution. However, the limitation to 8 bits in length has resulted in important restrictions which will be outlined. This is a classic example of the compromise between speed and flexibility in programming. The binary code used to represent instructions is dictated by the manufacturer. The Z80, like any other microprocessor, comes equipped with a fixed instruction set. These instructions are defined by the manufacturer and are listed at the end of this book, with their code. Any program will be expressed as a sequence of these binary instructions. The Z80 instructions are presented in Chapter 4.

## Representing Numeric Data

Representing numbers is not quite straightforward, and several cases must be distinguished. We must first represent integers, then signed numbers, i.e., positive and negative numbers, and finally we must be able to represent decimal numbers. Let us now address these requirements and possible solutions.

Representing integers may be performed by using a direct binary representation. The direct binary representation is simply the representation of the decimal value of a number in the binary system. In the binary system, the right-most bit represents 2 to the power 0 . The next one to the left represents 2 to the power 1 , the next represents 2 to the power 2 , and the left-most bit represents 2 to the power $7=128$.

$$
\begin{gathered}
\mathrm{b}_{7} \mathrm{~b}_{6} \mathrm{~b}_{5} \mathrm{~b}_{4} \mathrm{~b}_{\mathrm{b}} \mathrm{~b}_{2} \mathrm{~b}_{\mathrm{b}} \mathrm{~b}_{0} \\
\text { represents } \\
\mathrm{b}_{7} 2^{7}+\mathrm{b}_{6} 2^{6}+\mathrm{b}_{5} 2^{5}+\mathrm{b}_{4} 2^{4}+\mathrm{b}_{3} 2^{3}+\mathrm{b}_{2} 2^{2}+\mathrm{b}_{1} 2^{1}+\mathrm{b}_{0} 2^{0}
\end{gathered}
$$

The powers of 2 are:

$$
2^{7}=128,2^{6}=64,2^{5}=32,2^{4}=16,2^{3}=8,2^{2}=4,2^{1}=2,2^{0}=1
$$

The binary representation is analogous to the decimal representation of numbers, where " 123 " represents:

$$
\begin{array}{r}
1 \times 100=100 \\
+2 \times 10=20 \\
+3 \times \quad 1=3 \\
\hline
\end{array}
$$

Note that $100=10^{2}, 10=10^{1}, 1=10^{\circ}$.
In this 'positional notation," each digit represents a power of 10 . In the binary system, each binary digit or "bit" represents a power of 2 , instead of a power of 10 in the decimal system.

Example: " 00001001 " in binary represents:

| $1 \times$ | $1=1$ | $\left(2^{9}\right)$ |
| ---: | :--- | ---: |
| $0 \times$ | $2=0$ | $\left(2^{1}\right)$ |
| $0 \times$ | $4=0$ | $\left(2^{2}\right)$ |
| $1 \times$ | $=8$ | $\left(2^{3}\right)$ |
| $0 \times 16$ | $=0$ | $\left(2^{4}\right)$ |
| $0 \times 32$ | $=0$ | $\left(2^{5}\right)$ |
| $0 \times 64$ | $=0$ | $\left(2^{6}\right)$ |
| $0 \times 128$ | $=0$ | $\left(2^{7}\right)$ |
| in decimal: | $=9$ |  |

Let us examine some more examples:
"10000001" represents:

| $1 \times 1=$ | 1 |
| ---: | ---: | ---: |
| $0 \times 2=$ | 0 |
| $0 \times 4=$ | 0 |
| $0 \times 8=$ | 0 |
| $0 \times 16=$ | 0 |
| $0 \times 32=$ | 0 |
| $0 \times 64=$ | 0 |
| $1 \times 128=128$ |  |

" 10000001 " represents, therefore, the decimal number 129.

By examining the binary representation of numbers, you will understand why bits are numbered from 0 to 7 , going from right to left. Bit 0 is " $b_{0}$ " and corresponds to $2^{0}$. Bit 1 is " $b_{1}$ " and corresponds to $2^{1}$, and so on.

| Decimal | Binary | Decimal | Binary |
| ---: | :---: | ---: | :---: |
| 0 | 00000000 | 32 | 00100000 |
| 1 | 00000001 | 33 | 00100001 |
| 2 | 00000010 | $\cdot$ |  |
| 3 | 00000011 | $\cdot$ |  |
| 4 | 00000100 | . |  |
| 5 | 00000101 | 63 | 00111111 |
| 6 | 00000110 | 64 | 01000000 |
| 7 | 00000111 | 65 | 01000001 |
| 8 | 00001000 | $\cdot$ |  |
| 9 | 00001001 | $\cdot$ |  |
| 10 | 00001010 | 127 | 01111111 |
| 11 | 00001011 | 128 | 10000000 |
| 12 | 00001100 | 129 | 10000001 |
| 13 | 00001101 |  |  |
| 14 | 00001110 | $\cdot$ |  |
| 15 | 00001111 | $\cdot$ |  |
| 16 | 00010000 | $\cdot$ |  |
| 17 | 00010001 |  |  |
| $\cdot$ |  |  |  |
| $\cdot$ |  | 254 | 11111110 |
| $\cdot$ |  |  | 1111111 |
| 1 | 00011111 |  |  |

Fig. 1.2: Decimal-Binary Table

The binary equivalents of the numbers from 0 to 255 are shown in Fig. 1-2.

Exercise 1.1: What is the decimal value of "11111100"?

## Decimal to Binary

Conversely, let us compute the binary equivalent of " 11 " decimal:

$$
\begin{array}{r}
11 \div 2=5 \text { remains } 1 \rightarrow 1 \\
5 \div 2=2 \text { remains } 1 \rightarrow 1 \\
2 \div 2=1 \text { remains } 0 \rightarrow 0 \\
1 \div 2=0 \text { remains } 1 \rightarrow 1 \tag{MSB}
\end{array}
$$

The binary equivalent is 1011 (read right-most column from bottom to top).
The binary equivalent of a decimal number may be obtained by dividing successively by 2 until a quotient of 0 is obtained.
Exercise 1.2: What is the binary for 257 ?
Exercise 1.3: Convert 19 to binary, then back to decimal.
Operating on Binary Data
The arithmetic rules for binary numbers are straightforward. The rules for addition are:

$$
\begin{array}{ll}
0+0= & 0 \\
0+1= & 1 \\
1+0= & 0 \\
1+1=(1) & 0
\end{array}
$$

where (1) denotes a "carry" of 1 (note that " 10 " is the binary equivalent of " 2 " decimal). Binary subtraction will be performed by "adding the complement" and will be explained once we learn how to represent negative numbers.

Example:

$$
\begin{array}{rr}
(2) & 10 \\
+(1) & +01 \\
\hline=(3) & \frac{11}{}
\end{array}
$$

Addition is performed just like in decimal, by adding columns, from right to left:

Adding the right-most column:

$$
\begin{gathered}
\frac{10}{+01} \\
(0+1=1 \text {. No carry. })
\end{gathered}
$$

Adding the next column:

$$
\begin{array}{r}
10 \\
+01 \\
\hline 11
\end{array}(1+0=1 . \text { No carry. })
$$

Exercise 1.4: Compute $5+10$ in binary.Verify that the result is 15.

Some additional examples of binary addition:

| 0010 | $(2)$ |  |
| ---: | :--- | ---: | :--- |
| +0001 | $(1)$ |  |
| $=0011$ | $(3)$ | 0011 |
|  | $=0001$ | $(3)$ |

This last example illustrates the role of the carry.
Looking at the right-most bits: $1+1=(1) 0$
A carry of 1 is generated, which must be added to the next bits:

$$
\begin{aligned}
& \quad 001-\text { column } 0 \text { has just been added } \\
& +000- \\
& +\quad 1 \text { (carry) } \\
& \hline=(1) 0-\text { where (1) indicates a new } \\
& \quad \text { carry into column } 2 .
\end{aligned}
$$

The final result is: 0100
Another example:

| 0111 | $(7)$ |
| ---: | ---: |
| +0011 | $+(3)$ |
| 1010 | $=(10)$ |

In chis example, a carry is again generated, up to the left-most column.

Exercise 1.5: Compute the result of:
+0001
$=?$

Does the result hold in four bits?
With eight bits, it is therefore possible to represent directly the numbers " 00000000 " to " 11111111 ," i.e., " 0 " to " 255 ". Two obstacles should be visible immediately. First, we are only representing positive numbers. Second, the magnitude of these numbers is limited to 255 if we use only eight bits. Let us address each of these problems in turn.

## Signed Binary

In a signed binary representation, the left-most bit is used to indicate the sign of the number. Traditionally, " 0 " is used to denote a positive number while " 1 " is used to denote a negative number. Now " 11111111 " will represent -127 , while " 01111111 " will represent +127 . We can now represent positive and negative numbers, but we have reduced the maximum magnitude of these numbers to 127.

Example: "0000 0001" represents +1 (the leading " 0 " is " + ". followed by "000 0001" $=1$ ).
"1000 0001 " is -1 (the leading " 1 " is "-").
Exercise 1.6: What is the representation of " -5 " in signed binary?
Let us now address the magnitude problem: in order to represent larger numbers, it will be necessary to use a larger number of bits. For example, if we use sixteen bits (two bytes) to represent numbers, we will be able to represent numbers from -32 K to +32 K in signed binary ( 1 K in computer jargon represents 1,024 ). Bit 15 is used for the sign, and the remaining 15 bits (bit 14 to bit 0 ) are used for the magnitude: $2^{15}=32 \mathrm{~K}$. If this magnitude is still too small, we will use 3 bytes or more. If we wish to represent large integers, it will be necessary to use a larger number of bytes internally to represent them. This is why most simple BASICs, and other languages, provide only a limited precision for integers. This way, they can use a shorter internal format for the numbers which they manipulate. Better versions of BASIC, or of these other languages, provide a larger number of significant decimal digits at the expense of a large number of bytes for each number.

Now let us solve another problem, the one of speed efficiency. We are going to attempt performing an addition in the signed
binary representation which we have introduced. Let us add " -5 " and " +7 ".
+7 is represented by 00000111
-5 is represented by 10000101
The binary sum is: $\quad 10001100$, or -12
This is not the correct result. The correct result should be +2 . In order to use this representation, special actions must be taken, depending on the sign. This results in increased complexity and reduced performance. In other words, the binary addition of signed numbers does not "work correctly." This is annoying. Clearly, the computer must not only represent information, but also perform arithmetic on it.

The solution to this problem is called the two's complement representation, which will be used instead of the signed binary representation. In order to introduce two's complement let us first introduce an intermediate step: one's complement.

## One's Complement

In the one's complement representation, all positive integers are represented in their correct binary format. For example " +3 " is represented as usual by 00000011 . However, its complement " -3 " is obtained by complementing every bit in the original representation. Each 0 is transformed into a 1 and each 1 is transformed into a 0 . In our example, the one's complement representation of " -3 " will be 11111100 .

Another example:

$$
\begin{aligned}
& +2 \text { is } 00000010 \\
& -2 \text { is } 11111101
\end{aligned}
$$

Note that, in this representation, positive numbers start with a " 0 " on the left, and negative ones with a " 1 " on the left.

Exercise 1.7: The representation of " +6 " is "00000110". What is the representation of " -6 " in one's complement?

As a test, let us add minus 4 and plus 6:

$$
\begin{aligned}
& -4 \text { is } 11111011 \\
& +6 \text { is } 00000110
\end{aligned}
$$

the sum is:
(1) 00000001 where (1) indicates a carry

The "correct result" should be " 2 ", or " 00000010 ".
Let us try again:

The sum is:

$$
\begin{aligned}
& -3 \text { is } 11111100 \\
& -2 \text { is } \frac{11111101}{\text { (1) }} 00000001
\end{aligned}
$$

or " 1 ," plus a carry. The correct result should be " -5 ." The representation of " -5 " is 11111010 . It did not work.
This representation does represent positive and negative numbers. However the result of an ordinary addition does not always come out "correctly." We will use still another representation. It is evolved from the one's complement and is called the two's complement representation.

## Two's Complement Representation

In the two's complement representation, positive numbers are still represented, as usual, in signed binary, just like in one's complement. The difference lies in the representation of negative numbers. A negative number represented in two's complement is obtained by first computing the one's complement, and then adding one. Let us examine this in an example:
+3 is represented in signed binary by 00000011 . Its one's complement representation is 11111100 . The two's complement is obtained by adding one. It is 11111101 .

Let us try an addition:

| $(3)$ | 00000011 |
| ---: | ---: |
| $+(5)$ | +00000101 |
| $=(8)$ | $=00001000$ |

The result is correct.

Let us try a subtraction:

| $(3)$ | 00000011 |
| ---: | ---: |
| $(-5)$ | +11111011 |
|  | $=11111110$ |

Let us identify the result by computing the two's complement:
the one's complement of 11111110 is 00000001

Adding 1 | therefore the two's complement is |
| :--- |$\frac{1}{00000010}$ or +2

Our result above, " 11111110 " represents " -2 ". It is correct.
We have now tried addition and subtraction, and the results were correct (ignoring the carry). It seems that two's complement works!

Exercise 1.8: What is the two's complement representation of "+127"?

Exercise 1.9: What is the two's complement representation of "-128"?

Let us now add +4 and -3 (the subtraction is performed by adding the two's complement):

$$
\begin{aligned}
& +4 \text { is } 00000100 \\
& -3 \text { is } 11111101
\end{aligned}
$$

The result is: (1) 00000001
If we ignore the carry, the result is 00000001 , i.e., " 1 " in decimal. This is the correct result. Without giving the complete mathematical proof, let us simply state that this representation does work. In two's complement, it is possible to add or subtract signed numbers regardless of the sign. Using the usual rules of binary addition, the result comes out correctly, including the sign. The carry is ignored. This is a very significant advantage. If it were not the case, one would have to correct the result for sign every time, causing a much slower addition or subtraction time.

For the sake of completeness, let us state that two's complement is simply the most convenient representation to use for simpler processors such as microprocessors. On complex processors, other representations may be used. For example, one's complement may be used, but it requires special circuitry to "correct the result."

From this point on, all signed integers will implicitly be represented internally in two's complement notation. See Fig. 1.3 for a table of two's complement numbers.

Exercise 1.10: What are the smallest and the largest numbers which one may represent in two's complement notation, using only one byte?

Exercise 1.11: Compute the two's complement of 20. Then compute the two's complement of your result. Do you find 20 again?

The following examples will serve to demonstrate the rules of two's complement. In particular, C denotes a possible carry (or borrow) condition. (It is bit 8 of the result.)
V denotes a two's complement overflow, i.e., when the sign of the result is changed "accidentally" because the numbers are too large. It is an essentially internal carry from bit 6 into bit 7 (the sign bit). This will be clarified below.

Let us now demonstrate the role of the carry " C " and the overflow "V".

## The Carry C

Here is an example of a carry:

| $(128)$ | 10000000 |
| ---: | ---: |
| $+(129)$ | +10000001 |
| $(257)=(1)$ | 00000001 |

where (1) indicates a carry.
The result requires a ninth bit (bit " 8 ", since the right-most bit is " 0 "). It is the carry bit.

If we assume that the carry is the ninth bit of the result, we recognize the result as being $100000001=257$.

However, the carry must be recognized and handled with care. Inside the microprocessor, the registers used to hold information are generally only eight-bit wide.When storing the result, only bits 0 to 7 will be preserved.

A carry, therefore, always requires special action: it must be detected by special instructions, then processed. Processing the carry means either storing it somewhere (with a special instruction), or ignoring it, or deciding that it is an error (if the largest authorized result is " 11111111 ").

BASIC CONCEPTS

| + | 2's complement code | - | 2's complement code |
| :---: | :---: | :---: | :---: |
| $+127$ | 01111111 | $-128$ | 10000000 |
| $+126$ | 01111110 | - 127 | 10000001 |
| + 125 | 01111101 | - 126 | 10000010 |
|  |  | - 125 | 10000011 |
| $+65$ | 01000001 | -65 | 10111111 |
| $+64$ | 01000000 | -64 | 11000000 |
| +63 | 00111111 | -63 | 11000001 |
| +33 | 00100001 | - -33 | 11011111 |
| +32 | 00100000 | -32 | 11100000 |
| $+31$ | 00011111 | -31 | 11100001 |
| $+17$ | 00010001 | $\cdots$ | 11101111 |
| $+16$ | 00010000 | $-16$ | 11110000 |
| $+15$ | 00001111 | -15 | 11110001 |
| $+14$ | 00001110 | -14 | 11110010 |
| $+13$ | 00001101 | -13 | 11110011 |
| $+12$ | 00001100 | $-12$ | 11110100 |
| +11 | 00001011 | - 11 | 11110101 |
| $+10$ | 00001010 | $-10$ | 11110110 |
| $+9$ | 00001001 | -9 | 11110111 |
| $+8$ | 00001000 | -8 | 11111000 |
| $+7$ | 00000111 | -7 | 11111001 |
| $+6$ | 00000110 | -6 | 11111010 |
| $+5$ | 00000101 | -5 | 11111011 |
| $+4$ | 00000100 | -4 | 11111100 |
| +3 | 00000011 | -3 | 11111101 |
| $+2$ | 00000010 | -2 | 11111110 |
| +1 | 00000001 | $-1$ | 11111111 |
| +0 | 00000000 |  |  |

Fig. 1.3: 2's Complement Table

## Overflow V

Here is an example of overflow:

$$
\left.\begin{array}{lr}
\text { bit } 6 \\
\text { bit } 7 & \\
& \\
& 01000000 \\
+0100001 & (64) \\
& +(65) \\
\hline & 10000001
\end{array}\right)=(-127)
$$

An internal carry has been generated from bit 6 into bit 7. This is called an overflow.

The result is now negative, "by accident." This situation must be detected, so that it can be corrected.

Let us examine another situation:

| 11111111 |  |
| ---: | ---: |
| +11111111 | $(-1)$ <br> $+(-1)$ |
| $=$(1) <br> $\square$ <br> carry | 11111110 |

$=(-2)$

In this case, an internal carry has been generated from bit 6 into bit 7 , and also from bit 7 into bit 8 (the formal "Carry" C we have examined in the preceding section). The rules of two's complement arithmetic specify that this carry should be ignored. The result is then correct.
This is because the carry from bit 6 into bit 7 did not change the sign bit.
This is not an overflow condition. When operating on negative numbers, the overflow is not simply a carry from bit 6 into bit 7 . Let us examine one more example.


This time, there has been no internal carry from bit 6 into bit 7 , but there has been an external carry. The result is incorrect, as bit 7 has been changed. An overflow condition should be indicated.

Overflow will occur in four situations:
1-adding large positive numbers
2 -adding large negative numbers
3 -subtracting a large positive number from a large negative number
4-subtracting a large negative number from a large positive number.

Let us now improve our definition of the overflow:
Technically, the overflow indicator, a special bit reserved for this purpose, and called a "flag," will be set when there is a carry from bit 6 into bit 7 and no external carry, or else when there is no carry from bit 6 into bit 7 but there is an external carry. This indicates that bit 7, i.e., the sign of the result, has been accidentally changed. For the technically-minded reader, the overflow flag is set by Exclusive ORing the carry-in and carry-out of bit 7 (the sign bit). Practically every microprocessor is supplied with a special overflow flag to automatically detect this condition, which requires corrective action.

Overflow indicates that the result of an addition or a subtraction requires more bits than are available in the standard eight-bit register used to contain the result.

## The Carry and the Overflow

The carry and the overflow bits are called "flags." They are provided in every microprocessor, and in the next chapter we will learn to use them for effective programming. These two indicators are located in a special register called the flags or "status" register. This register also contains additional indicators whose function will be clarified in Chapter 4.

## Examples

Let us now illustrate the operation of the carry and the overflow in actual examples. In each example, the symbol V denotes the overflow, and C the carry.
If there has been no overflow, $\mathrm{V}=0$. If there has been an overflow, $\mathrm{V}=1$ (same for the carry C). Remember that the rules of two's complement specify that the carry be ignored. (The mathematical proof is not supplied here.)

Positive-Positive

|  | 00000110 | $(+6)$ |
| ---: | ---: | ---: |
| + | 00001000 | $(+8)$ |
| $=$ | 00001110 | $(+14)$ |$\quad \mathrm{V}: 0 \quad \mathrm{C}: 0$

(CORRECT)
Positive-Positive with Overflow

|  | 01111111 | $(+127)$ |
| ---: | ---: | ---: |
| + | $00000001 \quad(+1)$ |  |$\quad$| C:0 |
| :--- |

The above is invalid because an overflow has occurred.
(ERROR)
Positive-Negative (result positive)

| 00000100 | $(+4)$ |
| ---: | :--- |
| $+\quad 11111110$ | $(-2)$ |
| $=(1) 00000010$ | $(+2)$ |
| (CORRECT) |  |

Positive-Negative (result negative)

|  | $00000010(+2)$ |
| ---: | :--- |
| $+\quad 11111100(-4)$ |  |
| $=$ | $11111110(-2)$ |$\quad \mathrm{V}: 0 \quad \mathrm{C}: 0$

(CORRECT)
Negative-Negative

| 11111110 | $(-2)$ |
| ---: | :--- |
| $+\quad 11111010$ | $(-4)$ |
| $=(1) 11111010$ | $(-6)$ |$\quad \mathrm{V}: 0 \quad$ C:1 (disregard)

Negative-Negative with Overflow

$$
\begin{aligned}
& \quad 10000001 \\
& +\quad 11000010 \\
& + \\
& \hline=(1) 01000011 \\
& \text { (ERROR) }
\end{aligned}
$$

This time an "underflow" has occurred, by adding two large negative numbers. The result would be -189 , which is too large to reside in eight bits.

Exercise 1.12: Complete the following additions. Indicate the result, the carry $C$, the overflow $V$, and whether the result is correct or not:

| 10111111 | ( | 11111010 | ( |
| :---: | :---: | :---: | :---: |
| +11000001 | (-) | +11111001 | ( |
| $=$ | V _ $\quad \mathrm{C}$ | = | $\mathrm{V}=\ldots \mathrm{C}$ |
| $\square$ CORRECT | $\square$ ERROR | $\square$ CORRECT | $\square$ ERROR |
| 00010000 | ( | 01111110 | ( |
| +01000000 | (-_) | +00101010 | (-) |
| = | V : $\quad \mathrm{C}$ | = | C: |
| $\square$ CORRECT | $\square$ ERROR | $\square$ CORRECT | $\square$ ERROR |

Exercise 1.13: Can you show an example of overflow when adding a positive and a negative number? Why?

## Fixed Format Representation

Now we know how to represent signed integers. However, we have not yet resolved the problem of magnitude. If we want to represent larger integers, we will need several bytes. In order to perform arithmetic operations efficiently, it is necessary to use a fixed number of bytes rather than a variable one. Therefore, once the number of bytes is chosen, the maximum magnitude of the number which can be represented is fixed.

Exercise 1.14: What are the largest and the smallest numbers which may be represented in two bytes using two's complement?

## The Magnitude Problem

When adding numbers we have restricted ourselves to eight bits because the processor we will use operates internally on eight bits at a time. However, this restricts us to the numbers in the range -128 to +127 . Clearly, this is not sufficient for many applications.
Multiple precision will be used to increase the number of digits which can be represented. A two-, three-, or N-byte format may
then be used. For example, let us examine a 16-bit, "double-precision" format:

| 00000000 | 00000000 | is "0" |
| :--- | :--- | :--- |
| 00000000 | 00000001 | is " $1 "$ |
| 01111111 | 11111111 | is " 32767 ", |
| 11111111 | 11111111 | is "-1" |
| 11111111 | 11111110 | is " -2 " |

Exercise 1.15: What is the largest negative integer which can be represented in a two's complement triple-precision format?

However, this method will result in disadvantages. When adding two numbers, for example, we will generally have to add them eight bits at a time. This will be explained in Chapter 3 (Basic Programming Techniques). It results in slower processing. Also, this representation uses 16 bits for any number, even if it could be represented with only eight bits. It is, therefore, common to use 16 or perhaps 32 bits, but seldom more.
Let us consider the following important point: whatever the number of bits N chosen for the two's complement representation, it is fixed. If any result or intermediate computation should generate a number requiring more than N bits, some bits will be lost. The program normally retains the N left-most bits (the most significant) and drops the low-order ones. This is called truncating the result.

Here is an example in the decimal system, using a six digit representation:

$$
\begin{array}{r}
123456 \\
\times \quad 1.2 \\
\hline 246912 \\
123456 \\
\hline=148147.2
\end{array}
$$

The result requires 7 digits! The " 2 " after the decimal point will be dropped and the final result will be 148147. It has been truncated. Usually, as long as the position of the decimal point is not lost, this method is used to extend the range of the operations which may be performed, at the expense of precision.

The problem is the same in binary. The details of a binary multi-
plication will be shown in Chapter 4.
This fixed-format representation may cause a loss of precision, but it may be sufficient for usual computations or mathematical operations.

Unfortunately, in the case of accounting, no loss of precision is tolerable. For example, if a customer rings up a large total on a cash register, it would not be acceptable to have a five figure amount to pay, which would be approximated to the dollar. Another representation must be used wherever precision in the result is essential. The solution normally used is $B C D$, or binary-coded decimal.

## BCD Representation

The principle used in representing numbers in BCD is to encode each decimal digit separately, and to use as many bits as necessary to represent the complete number exactly. In order to encode each of the digits from 0 through 9 , four bits are necessary. Three bits would only supply eight combinations, and can therefore not encode the ten digits. Four bits allow sixteen combinations and are therefore sufficient to encode the digits " 0 " through " 9 '. It can also be noted that six of the possible codes will not be used in the BCD representation (see Fig. 1-3). This will result later on in a potential problem during additions and subtractions, which we will have to solve. Since only four bits are needed to encode a BCD

| CODE | BCD <br> SYMBOL | CODE | BCD <br> SYMBOL |
| :---: | :---: | :---: | :---: |
| 0000 | 0 | 1000 | 8 |
| 0001 | 1 | 1001 | 9 |
| 0010 | 2 | 1010 | unused |
| 0011 | 3 | 1011 | unused |
| 0100 | 4 | 1100 | unused |
| 0101 | 5 | 1101 | unused |
| 0110 | 6 | 1110 | unused |
| 0111 | 7 | 1111 | unused |

Fig. 1.4: BCD Table
digit, two BCD digits may be encoded in every byte. This is called "packed BCD."
As an example, "00000000" will be " 00 " in BCD. "10011001" will be " 99 ".

A BCD code is read as follows:

BCD digit " 2 "
BCD digit " 1 "


BCD number " 21 "
Exercise 1.16: What is the $B C D$ representation for " 29 "? " 91 "?
Exercise 1.17: Is "10100000" a valid BCD representation? Why?
As many bytes as necessary will be used to represent all BCD digits. Typically, one or more nibbles will be used at the beginning of the representation to indicate the total number of nibbles, i.e., the total number of BCD digits used. Another nibble or byte will be used to denote the position of the decimal point. However, conventions may vary.

Here is an example of a representation for multibyte BCD integers:


This represents +221
(The sign may be represented by 0000 for + , and 0001 for - , for example.)
Exercise 1.18: Using the same convention, represent " -23123 ". Show it in BCD format, as above, then in binary.

Exercise 1.19: Show the BCD for " 222 " and " 111 ", then for the result of $222 \times 111$. (Compute the result by hand, then show it in the above representation.)
The BCD representation can easily accommodate decimal numbers.

For example, +2.21 may be represented by:


The advantage of BCD is that it yields absolutely correct results. Its disadvantage is that it uses a large amount of memory and results in slow arithmetic operations. This is acceptable only in an accounting environment and is normally not used in other cases.
Exercise 1.20: How many bits are required to encode " 9999 " in $B C D$ ? And in two's complement?

We have now solved the problems associated with the representation of integers, signed integers and even large integers. We have even already presented one possible method of representing decimal numbers, with BCD representation. Let us now examine the problem of representing decimal numbers in a fixed length format.

## Floating-Point Representation

The basic principle is that decimal numbers must be represented with a fixed format. In order not to waste bits, the representation will normalize all the numbers.
For example, " 0.000123 " wastes three zeros on the left of the number, which have no meaning except to indicate the position of the decimal point. Normalizing this number results in $.123 \times 10^{-3}$. " .123 " is called a normalized mantissa, " -3 " is called the exponent. We have normalized this number by eliminating all the meaningless zeros on the left of it and adjusting the exponent.
Let us consider another example:
22.1 is normalized as $.221 \times 10^{2}$
or $\mathrm{M} \times 10^{\mathrm{E}}$ where M is the mantissa, and E is the exponent.

It can be readily seen that a normalized number is characterized by a mantissa less than 1 and greater or equal to .1 in all cases where the number is not zero. In other words, this can be represented mathematically by:

$$
.1 \leqslant \mathrm{M}<1 \text { or } 10^{-1} \leqslant \mathrm{M}<10^{0}
$$

Similarly, in the binary representation:

$$
2^{-1} \leqslant M<2^{0}(\text { or } .5 \leqslant M<1)
$$

Where M is the absolute value of the mantissa (disregarding the sign).

For example:

$$
111.01 \text { is normalized as: . } 11101 \times 2^{3} \text {. }
$$

The mantissa is 11101 .
The exponent is 3 .
Now that we have defined the principle of the representation, let us examine the actual format. A typical floating-point representation appears below.


Fig. 1.5: Typical Floating-Point Representation

In the representation used in this example, four bytes are used for a total of 32 bits. The first byte on the left of the illustration is used to represent the exponent. Both the exponent and the mantissa will be represented in two's complement. As a result, the maximum exponent will be -128 . ' $S$ '" in Fig. 1-5 denotes the sign bit.
Three bytes are used to represent the mantissa. Since the first bit in the two's complement representation indicates the sign, this leaves 23 bits for the representation of the magnitude of the mantissa.

Exercise 1.21: How many decimal digits can the mantissa represent with the 23 bits?

This is only one example of a floating point representation. It is possible to use only three bytes, or it is possible to use more. The four-byte representation proposed above is just a common one which represents a reasonable compromise in terms of accuracy, magnitude of numbers, storage utilization, and efficiency in arithmetic operation.

We have now explored the problems associated with the representation of numbers and we know how to represent them in integer form, with a sign, or in decimal form. Let us now examine how to represent alphanumeric data internally.

## Representing Alphanumeric Data

The representation of alphanumeric data, i.e. characters, is completely straightforward: all characters are encoded in an eight-bit code. Only two codes are in general use in the computer world, the ASCII Code, and the EBCDIC Code. ASCII stands for "American Standard Code for Information Interchange," and is universally used in the world of microprocessors. EBCDIC is a variation of ASCII used by IBM. and therefore not used in the microcomputer world unless one interfaces to an IBM terminal.

Let us briefly examine the ASCII encoding. We must encode 26 letters of the alphabet for both upper and lower case, plus 10 numeric symbols, plus perhaps 20 additional special symbols. This can be easily accomplished with 7 bits, which allow 128 possible codes. (See Fig.1-6.) All characters are therefore encoded in 7 bits. The eighth bit, when it is used, is the parity bit. Parity is a technique for verifying that the contents of a byte have not been accidentally changed. The number of 1's in the byte is counted and the eighth bit is set to one if the count was odd, thus making the total even. This is called even parity. One can also use odd parity, i.e. writing the eighth bit (the left-most) so that the total number of l's in the byte is odd.

Example: let us compute the parity bit for "0010011" using even parity. The number of 1's is 3 . The parity bit must therefore be a 1 so that the total number of bits is 4 , i.e. even. The result is 10010011 , where the leading 1 is the parity bit and 0010011 identifies the character.

The table of 7 -bit ASCII codes is shown in Fig. 1-6. In practice, it is used "as is," i.e. without parity, by adding a 0 in the left-most position, or else with parity, by adding the appropriate extra bit on the left.

Exercise 1.27. Compute the 8 -bit representation of the digits " 0 " through ' 9 ", using even parity. (This code will be used in application examples of Chapter 8.)

Exercise 1.23: Same for the letters " $A$ " through " $F$ ".
Exercise 1.24: Using a non-parity ASCII code (where the left-most bit is " 0 '), indicate the binary contents of the 4 bytes below:

| HEX | MSD | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LSD | BITS | 000 | 001 | 010 | 011 | 100 | 101 | 110 | 111 |
| 0 | 0000 | NUL | DLE | SPACE | 0 | @ | P | - | p |
| 1 | 0001 | SOH | DC1 | ! | 1 | A | Q | a | q |
| 2 | 0010 | STX | DC2 | " | 2 | B | R | b | $r$ |
| 3 | 0011 | ETX | DC3 | \# | 3 | C | S | c | s |
| 4 | 0100 | EOT | DC4 | \$ | 4 | D | T | d | t |
| 5 | 0101 | ENQ | NAK | \% | 5 | E | U | e | $u$ |
| 6 | 0110 | ACK | SYN | \& | 6 | F | V | f | $v$ |
| 7 | 0111 | BEL | ETB | , | 7 | G | W | g | w |
| 8 | 1000 | BS | CAN | $($ | 8 | H | X | h | $\times$ |
| 9 | 1001 | HT | EM | , | 9 | 1 | Y | i | y |
| A | 1010 | LF | SUB | * | ; | $J$ | Z | , | $z$ |
| B | 1011 | VT | ESC | + | ; | K | [ | k | \{ |
| C | 1100 | FF | FS |  | $<$ | L | 1 | , | -- |
| D | 1101 | CR | GS | - | = | M | ] | m | \} |
| E | 1110 | SO | RS |  | $>$ | N | $\wedge$ | n | $\sim$ |
| F | 1111 | SI | US | 1 | ? | 0 | $\leftarrow$ | - | DEL |

Fig. 1.6: ASCII Conversion Table (see Appendix B for abbreviations)

In specialized situations such as telecommunications, other codings may be used such as error-correcting codes. However they are beyond the scope of this book.

We have examined the usual representations for both program and data inside the computer, Let us now examine the possible external representations.

## EXTERNAL REPRESENTATION OF INFORMATION

The external representation refers to the way information is presented to the user, i.e. generally to the programmer. Information may be presented externally in essentially three formats: binary. octal or hexadecimal and symbolic.

## 1. Binary

It has been seen that information is stored internally in bytes, which are sequences of eight bits ( 0 's or 1 's). It is sometimes desirable to display this internal information directly in its binary format and this is called binary representation. One simple example is provided by Light Emitting Diodes (LEDs) which are essentially miniature lights, on the front panel of the microcomputer. In the case of an eight-bit microprocessor, a front panel will typically be equipped with eight LEDs to display the contents of any internal register. (A register is used to hold eight bits of information and will be described in Chapter 2). A lighted LED indicates a one. A zero is indicated by an LED which is not lighted. Such a binary representation may be used for the fine debugging of a complex program, especially if it involves input/output, but is naturally impractical at the human level. This is because in most cases, one likes to look at information in symbolic form. Thus " 9 " is much easier to understand or remember than "1001". More convenient representations have been devised, which improve the personmachine interface.

## 2. Octal and Hexadecimal

"Octal" and "hexadecimal" encode respectively three and four binary bits into a unique symbol. In the octal system, any combination of three binary bits is represented by a number between 0 and 7.
"Octal" is a format using three bits, where each combination of three bits is represented by a symbol between 0 and 7 :

| binary | octal |
| :---: | :---: |
| 000 | 0 |
| 001 | 1 |
| 010 | 2 |
| 011 | 3 |
| 100 | 4 |
| 101 | 5 |
| 110 | 6 |
| 111 | 7 |

Fig. 1.7: Octal Symbols

For example, "00 $100 \quad 100$ " binary is represented by:

or " 044 " in octal.
Another example: $11 \quad 111 \quad 111$ is:

| $\nabla$ | $\nabla$ | $\nabla$ |
| :--- | :--- | :--- |
| 3 | 7 | 7 |

or " 377 " in octal.
Conversely, the octal " 211 " represents:

$$
\begin{array}{lll}
010 & 001 & 001
\end{array}
$$

or " 10001001 " binary.
Octal has traditionally been used on older computers which were employing various numbers of bits ranging from 8 to perhaps 64 . More recently, with the dominance of eight-bit microprocessors, the eight-bit format has become the standard, and another more practical representation is used. This is hexadecimal.

In the hexdecimal representation, a group of four bits is encoded as one hexadecimal digit. Hexadecimal digits are represented by the symbols from 0 to 9 , and by the letters A, B, C, D, E, F. For example, " 0000 " is represented by " 0 ", " 0001 " is represented by " 1 " and " 1111 " is represented by the letter " $F$ " (see Fig. 1-8).

| DECIMAL | BINARY | HEX | OCtAL |
| :---: | :---: | :---: | :---: |
| 0 | 0000 | 0 | 0 |
| 1 | 0001 | 1 | 1 |
| 2 | 0010 | 2 | 2 |
| 3 | 0011 | 3 | 3 |
| 4 | 0100 | 4 | 4 |
| 5 | 0101 | 5 | 5 |
| 6 | 0110 | 6 | 6 |
| 7 | 0111 | 7 | 7 |
| 8 | 1000 | 8 | 10 |
| 9 | 1001 | 9 | 11 |
| 10 | 1010 | A | 12 |
| 11 | 1011 | B | 13 |
| 12 | 1100 | c | 14 |
| 13 | 1101 | D | 15 |
| 14 | 1110 | E | 16 |
| 15 | 1111 | F | 17 |

Fig. 1.8: Hexadecimal Codes

Example: $\underbrace{1010} \underbrace{0001}$ in binary is represented by
A 1 in hexadecimal.

Exercise 1.25: What is the hexadecimal representation of "10101010?'

Exercise 1.26: Conversely, what is the binary equivalent of " $F A$ " hexadecimal?

Exercise 1.27: What is the octal of "01000001"?
Hexadecimal offers the advantage of encoding eight bits into only two digits. This is easier to visualize or memorize and faster to type into a computer than its binary equivalent. Therefore, on most new microcomputers, hexadecimal is the preferred method of representation for groups of bits.
Naturally, whenever the information present in the memory has a meaning, such as representing text or numbers, hexadecimal is not convenient for representing the meaning of this information when it is brought out for use by humans.

## Symbolic Representation

Symbolic representation refers to the external representation of information in actual symbolic form. For example, decimal numbers are represented as decimal numbers, and not as sequences of hexadecimal symbols or bits. Similarly, text is represented as such. Naturally, symbolic representation is most practical to the user. It is used whenever an appropriate display device is available, such as a CRT display or a printer. (A CRT display is a television-type screen used to display text or graphics.) Unfortunately, in smaller systems such as one-board microcomputers, it is uneconomical to provide such displays, and the user is restricted to hexadecimal communication with the computer.

## Summary of External Representations

Symbolic representation of information is the most desirable since it is the most natural for a human user. However, it requires an expensive interface in the form of an alphanumeric keyboard, plus a printer or a CRT display. For this reason, it may not be
available on the less expensive systems. An alternative type of representation is then used, and in this case hexadecimal is the dominant representation. Only in rare cases relating to fine de-bugging at the hardware or the software level is the binary representation used. Binary directly displays the contents of registers of memory in binary format.
(The utility of a direct binary display on a front panel has always been the subject of a heated emotional controversy, which will not be debated here.)

We have seen how to represent information internally and externally. We will now examine the actual microprocessor which will manipulate this information.

## Additional Exercises

Exercise 1.28: What is the advantage of two's complement over other representations used to represent signed numbers?
Exercise 1.29: How would you represent "1024" in direct binary? Signed binary? Two's complement?

Exercise 1.30: What is the V-bit? Should the programmer test it after an addition or subtraction?

Exercise 1.31: Compute the two's complement of " +16 ", " +17 ", "+18", "-16", "-17", "-18".

Exercise 1.32: Show the hexadecimal representation of the following text, which has been stored internally in ASCII format, with no parity: = "MESSAGE".

## 2

## Z80 HARDWARE ORGANIZATION

## INTRODUCTION

In order to program at an elementary level, it is not necessary to understand in detail the internal structure of the processor that one is using. However, in order to do efficient programming, such an understanding is required. The purpose of this chapter is to present the basic hardware concepts necessary for understanding the operation of the Z 80 system. The complete microcomputer system includes not only the microprocessor unit (here the Z 80 ), but also other components. This chapter presents the Z80 proper, while the other devices (mainly input/output) will be presented in a separate chapter (Chapter 7).
We will review here the basic architecture of the microcomputer system, then study more closely the internal organization of the Z 80 . We will examine, in particular, the various registers. We will then study the program execution and sequencing mechanism. From a hardware standpoint, this chapter is only a simplified presentation. The reader interested in gaining detailed understanding is referred to our book ref. C201 ("Microprocessors," by the same author).

The Z80 was designed as a replacement for the Intel 8080 , and to offer additional capabilities. A number of references will be made in this chapter to the 8080 design.

## SYSTEM ARCHITECTURE

The architecture of the microcomputer system appears in Figure 2.1. The microprocessor unit (MPU), which will be a Z80 here, appears on the left of the illustration. It implements the functions of a centralprocessing unit (CPU) within one chip: it includes an arithmetic-logical unit (ALU), plus its internal registers, and a control unit (CU), in
charge of sequencing the system. Its operation will be explained in this chapter.


Fig. 2.1: Standard Z80 System
The MPU creates three buses: an 8-bit bidirectional data bus, which appears at the top of the illustration, a 16 -bit unidirectional address bus, and a control bus, which appears at the bottom of the illustration. Let us describe the function of each of the buses.

The data bus carries the data being exchanged by the various elements of the system. Typically, it will carry data from the memory to the MPU or from the MPU to the memory or from the MPU to an input/output chip. (An input/output chip is a component in charge of communicating with an external device.)

The address bus carries an address generated by the MPU, which will select one internal register within one of the chips attached to the system. This address specifies the source, or the destination, of the data which will transit along the data bus.

The control bus carries the various synchronization signals required by the system.

Having described the purpose of buses, let us now connect the additional components required for a complete system.

Every MPU requires a precise timing reference, which is supplied by a clock and a crystal. In most 'older'' microprocessors, the clock-oscillator is external to the MPU and requires an extra chip. In most recent microprocessors, the clock-oscillator is usually incorporated within the MPU. The quartz crystal, however, because of its bulk, is always exter-
nal to the system. The crystal and the clock appear on the left of the MPU box in Figure 2.1.

Let us now turn our attention to the other elements of the system. Going from left to right on the illustration, we distinguish:

The $R O M$ is the read-only memory and contains the program for the system. The advantage of the ROM memory is that its contents are permanent and do not disappear whenever the system is turned off. The ROM, therefore, always contains a bootstrap or a monitor program (their function will be explained later) to permit initial system operation. In a process-control environment, nearly all the programs will reside in ROM, as they will probably never be changed. In such a case, the industrial user has to protect the system against power failures; programs must not be volatile. They must be in ROM.

However, in a hobbyist environment, or in a program-development environment (when the programmer tests his program), most of the programs will reside in RAM so that they can be easily changed. Later, they may remain in RAM, or be transferred into ROM, if desired. RAM, however, is volatile. Its contents are lost when power is turned off.

The RAM (random-access memory) is the read/write memory for the system. In the case of a control system, the amount of RAM will typically be small (for data only). On the other hand, in a programdevelopment environment, the amount of RAM will be large, as it will contain programs plus development software. All RAM contents must be loaded prior to use from an external device.

Finally the system will contain one or more interface chips so that it may communicate with the external world. The most frequently used interface chip is the PIO or parallel input/output chip. It is the one shown on the illustration. This PIO, like all other chips in the system, connects to all three buses and provides at least two 16 -bit ports for communication with the outside world. For more details on how an actual PIO works, refer to book C201 or, for specifics of the Z80 system, refer to Chapter 7 (Input/Output Devices).
All the chips are connected to all three buses, including the control bus. However, to clarify the illustration, the connections between the control bus and these various chips are not shown on the diagram.

The functional modules which have been described need not necessarily reside on a single LSI chip. In fact, we could use combination chips, which may include both PIO and a limited amount of ROM or RAM.

Still more components will be required to build a real system. In par-
ticular, the buses usually need to be buffered. Also, decoding logic may be used for the memory RAM chips, and, finally, some signals may need to be amplified by drivers. These auxiliary circuits will not be described here as they are not relevant to programming. The reader interested in specific assembly and interfacing techniques is referred to book C207 'Microprocessor Interfacing Techniques."

## INSIDE A MICROPROCESSOR

The large majority of all microprocessor chips on the market today implement the same architecture. This "standard" architecture will be described here. It is shown in Figure 2.2. The modules of this standard microprocessor will now be detailed, from right to left.


Fig. 2.2: "Standard" Microprocessor Architecture

The control box on the right represents the control unit which synchronizes the entire system. Its role will be clarified within the remainder of this chapter.

The $A L U$ performs arithmetic and logic operations. A special register equips one of the inputs of the $A L U$, the left input here. It is called the accumulator. (Several accumulators may be provided.) The accumulator may be referenced both as input and output (source and destination) within the same instruction.

The ALU must also provide shift and rotate facilities.
A shift operation consists of moving the contents of a byte by one or more positions to the left or to the right. This is illustrated in Figure 2.3. Each bit has been moved to the left by one position. The details of shifts and rotations will be presented in the next chapter.


ROTATE LEFT


Fig. 2.3: Shift and Rotate

The shifter may be on the ALU output, as illustrated in Figure 2.2, or may be on the accumulator input.

To the left of the ALU, the flags or status register appear. Their role is to store exceptional conditions within the microprocessor. The contents of the flags register may be tested by specialized instructions, or may be read on the internal data bus. A conditional instruction will cause the execution of a new program, depending on the value of one of these bits.

The role of the status bits in the Z 80 will be examined later in this chapter.

## Setting Flags

Most of the instructions executed by the processor will modify some or all of the flags. It is important to always refer to the chart provided by the manufacturer listing which bits will be modified by the instructions. This is essential in understanding the way a pre gram is being executed. Such a chart for the Z 80 is shown in the Appendix.

## The Registers

Let us look now at Figure 2.2. On the left of the illustration, the registers of the microprocessor appear. One can distinguish the general purpose registers and the address registers.

## The General-Purpose Registers

General-purpose registers must be provided in order for the ALU to manipulate data at high speed. Because of restrictions on the number of bits which it is reasonable to provide within an instruction, the number of (directly addressable) registers is usually limited to fewer than eight. Each of these registers is a set of eight flip-flops, connected to the bidirectional internal data bus. These eight bits can be transferred simultaneously to or from the data bus. The implementation of these registers in MOS flip-flops provides the fastest level of memory available, and their contents can be accessed within tens of nanoseconds.

Internal registers are usually labelled from 0 to n . The role of these registers is not defined in advance: they are said to be "general purpose." They may contain any data used by the program.

These general-purpose registers will normally be used to store eightbit data. On some microprocessors, facilities exist to manipulate two of these registers at a time. They are then called "register pairs." This arrangement facilitates the storage of 16 -bit quantities, whether data or addresses.

## The Address Registers

Address registers are 16 -bit registers intended for the storage of addresses. They are also often called data counters or pointers. They are double registers, i.e., two eight-bit registers. Their essential characteristic is to be connected to the address bus. The address registers create the address bus. The address bus appears on the left and the bottom part of the illustration in Figure 2.4.

The only way to load the contents of these 16 -bit registers is via the data bus. Two transfers will be necessary along the data bus in order to transfer 16 bits. In order to differentiate between the lower half and the higher half of each register, they are usually labelled as L (low) or H (high), denoting bits 0 through 7 , and 8 through 15 respectively. This label is used whenever it is necessary to differentiate the halves of these registers. At least two address registers are present within most microprocessors. "MUX" in Fig. 2.4 stands for multiplexer.


Fig. 2.4: The 16-bit Address Registers Create the Address Bus

## Program Counter (PC)

The program counter must be present in any processor. It contains the address of the next instruction to be executed. The presence of the program counter is indispensable and fundamental to program execution. The mechanism of program execution and the automatic sequencing implemented with the program counter will be described in the next section. Briefly, execution of a program is normally sequential. In order to access the next instruction, it is necessary to bring it from the memory into the microprocessor. The contents of the PC will be deposited on the address bus, and transmitted towards the memory. The memory will then read the contents specified by this address and send back the corresponding word to the MPU. This is the instruction.

In a few exceptional microprocessors, such as the two-chip F8, there is no PC on the microprocessor. This does not mean that the system does not have a program counter. The PC happens to be implemented directly on the memory chip, for reasons of efficiency.

## Stack Pointer (SP)

The stack has not been introduced yet and will be described in the next section. In most powerful, general-purpose microprocessors, the stack is implemented in "software," i.e., within the memory. In order to keep track of the top of this stack within the memory, a 16 -bit register is dedicated to the stack pointer or $S P$. The SP contains the address of the top of the stack within the memory. It will be shown that the stack is indispensable for interrupts and for subroutines.

## Index Register (IX)

Indexing is a memory-addressing facility which is not always provided in microprocessors. The various memory-addressing techniques will be described in Chapter 5. Indexing is a facility for accessing blocks of data in the memory with a single instruction. An index register will typically contain a displacement which will be automatically added to a base (or it might contain a base which would be added to a displacement). In short, indexing is used to access any word within a block of instructions.

## The Stack

A stack is formally called an LIFO structure (last-in, first-out). A stack is a set of registers, or memory locations, allocated to this data structure. The essential characteristic of this structure is that it is a chronological structure. The first element introduced into the stack is always at the bottom of the stack. The element most recently deposited in the stack is on the top of the stack. The analogy can be drawn with a stack of plates on a restaurant counter. There is a hole in the counter with a spring in the bottom. Plates are piled up in the hole. With this organization, it is guaranteed that the plate which has been put first in the stack (the oldest) is always at the bottom. The one that has been placed most recently on the stack is the one which is on top of it. This example also illustrates another characteristic of the stack. In normal use, a stack is only accessible via two instructions: "push" and "pop" (or "pull"). The push operation results in depositing one element on
top of the stack (two in the case of the Z80). The pull operation consists of removing one element from the stack. In the case of a microprocessor, it is the accumulator that will be deposited on top of the stack. The pop will result in a transfer of the top element of the stack into the accumulator. Other specialized instructions may exist to transfer the top of the stack between other specialized registers, such as the status register. The Z 80 is more versatile than most in this respect.

The availability of a stack is required to implement three programming facilities within the computer system: subroutines, interrupts, and temporary data storage. The role of the stack during subroutines will be explained in Chapter 3 (Basic Programming Techniques). The role of the stack during interrupts will be explained in Chapter 6 (Input/Output Techniques). Finally, the role of the stack in saving data at high speed will be explained during specific application programs.

We will simply assume at this point that the stack is a required facility in every computer system. A stack may be implemented in two ways:

1. A fixed number of registers may be provided within the microprocessor itself. This is a "hardware stack." It has the advantage of high speed. However, it has the disadvantage of a limited number of registers.
2. Most general-purpose microprocessors choose another approach, the software stack, in order not to restrict the stack to a very small number of registers. This is the approach chosen in the Z80. In the software approach, a dedicated register within the microprocessor, here register SP, stores the stack pointer, i.e., the address of the top element of the stack (or, sometimes, the address of the top element of the stack plus one). The stack is then implemented as an area of memory. The stack pointer will therefore require 16 bits to point anywhere in the memory.


Fig. 2.5: The Two-Stack Manipulation Instructions

## The Instruction Execution Cycle

Let us refer now to Figure 2.6. The microprocessor unit appears on the left, and the memory appears on the right. The memory chip may be a ROM or a RAM, or any other chip which happens to contain memory. The memory is used to store instructions and data. Here, we will fetch one instruction from the memory to illustrate the role of the program counter. We assume that the program counter has valid contents. It now holds a 16 -bit address which is the address of the next instruction to fetch in the memory. Every processor proceeds in three cycles:

1-fetch the next instruction
2 -decode the instruction
3-execute the instruction

## Fetch

Let us now follow the sequence. In the first cycle, the contents of the program counter are deposited on the address bus and gated to the memory (on the address bus). Simultaneously, a read signal may be issued on the control bus of the system, if required. The memory will receive the address. This address is used to specify one location within the memory. Upon receiving the read signal, the memory will decode the address it has received, through internal decoders, and will select the location specified by the address. A few hundred nanoseconds later, the memory will deposit the eight-bit data corresponding to the specified address on its data bus. This eight-bit word is the instruction that we want to fetch. In our illustration, this instruction will be deposited on top of the data bus.

Let us briefly summarize the sequencing: the contents of the program counter are output on the address bus. A read signal is generated. The memory cycles, and perhaps 300 nanoseconds later, the instruction at the specified address is deposited on the data bus (assuming a single byte instruction). The microprocessor then reads the data bus and deposits its contents into a specialized internal register, the IR register. The IR is the instruction register: it is eight-bits wide and is used to contain the instruction just fetched from the memory. The fetch cycle is now completed. The 8 bits of the instruction are now physically in the special internal register of the MPU, the IR register. The IR appears on the left of Figure 2.7. It is not accessible to the programmer.


Fig. 2.6: Fetching an Instruction from the Memory

## Decoding and Execution

Once the instruction is contained in IR, the control unit of the microprocessor will decode the contents and will be able to generate the correct sequence of internal and external signals for the execution of the specified instruction. There is, therefore, a short decoding delay followed by an execution phase, the length of which depends on the nature of the instruction specified. Some instructions will execute entirely within the MPU. Other instructions will fetch or deposit data from or into the memory. This is why the various instructions of the MPU require various lengths of time to execute. This duration is expressed as a number of (clock) cycles. Refer to the Appendix for the number of


Fig. 2.7: Automatic Sequencing
cycles required by each instruction. Since various clock rates may be used, speed of execution is normally expressed in number of cycles rather than in number of nanoseconds.


Fig. 2.8: Single-Bus Architecture

## Fetching the Next Instruction

We have described how, using the program counter, an instruction can be fetched from the memory. During the execution of a program, instructions are fetched in sequence from the memory. An automatic mechanism must therefore be provided to fetch instructions in sequence. This task is performed by a simple incrementer attached to the program counter. This is illustrated in Figure 2.7. Every time that the contents of the program counter (at the bottom of the illustration) are placed on the address bus, its contents will be incremented and written back into the program counter. As an example, if the program counter contained the value ' 0 ", the value ' 0 " would be output on the address bus. Then the contents of the program counter would be incremented and the value " 1 " would be written back into the program counter. In this way, the next time that the program counter is used, it is the instruction at address 1 that will be fetched. We have just implemented an automatic mechanism for sequencing instructions.

It must be stressed that the above descriptions are simplified. In reality, some instructions may be two- or even three-bytes long, so that successive bytes will be fetched in this manner from the memory. However, the mechanism is identical. The program counter is used to fetch
successive bytes of an instruction as well as to fetch successive instructions themselves. The program counter, together with its incrementer, provides an automatic mechanism for pointing to successive memory locations.


Fig. 2.9: Execution of an Addition-R0 into ACC


Fig. 2.10: Addition-Second Register R1 into AlU

We will now execute an instruction within the MPU (see Figure 2.8). A typical instruction will be, for example: $\mathrm{R} 0=\mathrm{R} 0+\mathrm{R} 1$. This means: "ADD the contents of R0 and R1, and store the results in R0." To perform this operation, the contents of R 0 will be read from register R 0 , carried via the single bus to the left input of the ALU, and stored in the buffer register there. R1 will then be selected and its contents will be read onto the bus, then transferred to the right input of the ALU. This sequence is illustrated in Figures 2.9 and 2.10. At this point, the right input of the ALU is conditioned by R1, and the left input of the ALU is conditioned by the buffer register, containing the previous value of R0. The operation can be performed. The addition is performed by the ALU, and the results appear on the ALU output, in the lower right-hand corner of Fig. 2.11. The results will be deposited on the single bus, and will be propagated back to R0. This means, in practice, that the input latch of R0 will be enabled, so that data can be written into it. Execution of the instruction is now complete. The results of the addition are in $R 0$. It should be noted that the contents of R1 have not been modified by this operation. This is a general principle: the contents of a register, or of any read/write memory, are not modified by a read operation.

The buffer register on the left input of the ALU was necessary in order to memorize the contents of R0, so that the single bus could be used again for another transfer. However, a problem remains.


Fig. 2.11: Result Is Generated and Goes into R0

## The Critical Race Problem

The simple organization shown in Figure 2.8 will not function correctly.

## Question: What is the timing problem?

Answer: The problem is that the result which will be propagated out of the ALU will be deposited back on the single bus. It will not propagate just in the direction of R0, but along all of the bus. In particular, it will recondition the right input of the ALU, changing the result coming out of it a few nanoseconds later. This is a critical race. The output of the ALU must be isolated from its input (see Figure 2.12).
Several solutions are possible which will isolate the input of the ALU from the output. A buffer register must be used. The buffer register could be placed on the output of the ALU, or on its input. It is usually placed on the input of the ALU. Here it would be placed on its right input. The buffering of the system is now sufficient for a correct operation. It will be shown later in this chapter that if the left register which appears in this illustration is to be used as an accumulator (permitting the use of one-byte long instructions), then the accumulator will require a buffer too, as shown in Figure 2.13.


Fig. 2.12: The Critical Race Problem


Fig. 2.13: Two Buffers Are Required

## INTERNAL ORGANIZATION OF THE Z80

The terms necessary in order to understand the internal elements of the microprocessor have been defined. We will now examine in more detail the Z 80 itself, and describe its capabilities. The internal organization of the Z 80 is shown in Figure 2.14. This diagram presents a logical description of the device. Additional interconnections may exist but are not shown. Let us examine the diagram from right to left.

On the right part of the illustration, the arithmetic-logical unit (the ALU) may be recognized by its characteristic " $V$ "' shape. The accumulator register, which has been described in the previous section, is identified as A on the right input path of the ALU. It has been shown in the previous section that the accumulator should be equipped with a buffer register. This is the register labeled ACT (temporary accumulator). Here, the left input of the ALU is also equipped with a temporary register, called TMP. The operation of the ALU will become clear in the next section, where we will describe the execution of actual instructions.
The flags register is called " $F$ "'in the Z 80 , and is shown on the right of the accumulator register. The contents of the flags register are essentially conditioned by the ALU, but it will be shown that some of its bits may also be conditioned by other modules or events.

The accumulator and the flags registers are shown as double registers labelled respectively $A, A^{\prime}$ and $F, F$ '. This is because the $Z 80$ is
equipped internally with two sets of registers: $A+F$, and $A^{\prime}+F^{\prime}$. However, only one set of these registers may be used at any one time. A special instruction is provided to exchange the contents of A and F with A' and $F^{\prime}$. In order to simplify the explanations, only $A$ and $F$ will be shown on most of the diagrams which follow. The reader should remember that he has the option of switching to the alternate register set $A^{\prime}$ and $F^{\prime}$ if desired.

The role of each flag in the flags register will be described in Chapter 3 (Basic Programming Techniques).

A large block of registers is shown at the center of the illustration. On top of the block of registers, two identical groups can be recognized. Each one includes six registers labeled B, C, D, E, H, L. These are the general-purpose eight-bit registers of the Z80. There are two peculiarities of the Z80 with respect to the standard microprocessor which has been described at the beginning of this chapter.

First, the Z80 is equipped with two banks of registers, i.e., two identical groups of 6 registers. Only six registers may be used at any one time. However, special instructions are provided to switch between the two banks of registers. One bank, therefore, behaves as an internal memory, while the other one behaves as a working set of internal registers. The possible uses of this special facility will be described in the next chapter.

Conceptually, it will be assumed, for the time being, that there are only six working registers, B, C, D, E, H, and L, and the second register bank will temporarily be ignored, in order to avoid confusion.

The MUX symbol which appears above the memory bank is an abbreviation for multiplexer. The data coming from the internal data bus will be gated through the multiplexer to the selected register. However, only one of these registers can be connected to the internal data bus at any one time.

A second characteristic of these six registers, in addition to being general-purpose eight-bit registers, is that they are equipped with a connection to the address bus. This is why they have been grouped in pairs. For example, the contents of B and C can be gated simultaneously onto the 16 -bit address bus which appears at the bottom of the illustration. As a result, this group of 6 registers may be used to store either eight-bit data or else 16 -bit pointers for memory addressing.

The third group of registers, which appears below the two previous ones in the middle of Figure 2.14, contains four "pure" address registers. As in any microprocessor, we find the program counter (PC) and the stack pointer (SP). Recall that the program counter contains
the address of the next instruction to be executed.
The stack pointer points to the top of the stack in the memory. In the case of the Z80, the stack pointer points to the last actual entry in the stack. (In other microprocessors, the stack pointer points just above the last entry.) Also, the stack grows 'downwards, '"i.e. towards the lower addresses.

This means that the stack pointer must be decremented any time a new word is pushed on the stack. Conversely, whenever a word is removed (popped) from the stack, the stack pointer must be incremented by one. In the case of the Z80, the "push" and "pop" always involve two words at the same time, so that the contents of the stack pointer will be decremented or incremented by two.

Looking at the remaining two registers of this group of four registers, we find a new type of register which has not been described yet: two index-registers, labeled IX (Index Register X) and IY (Index Register Y). These two registers are equipped with a special adder shown as a miniature V-shaped ALU on the right of these registers in Figure 2.14. A byte brought along the internal data bus may be added to the contents of IX or IY. This byte is called the displacement, when using an indexed instruction. Special instructions are provided which will automatically add this displacement to the contents of IX or IY and generate an address. This is called indexing. It allows convenient access to any sequential block of data. This important facility will be described in Chapter 5 on addressing techniques.

Finally, a special box labeled " $\pm 1$ " appears below and to the left of the block of registers. This is an increment/decrement. The contents of any of the four registers belonging to the group we have just described (the "pure-address" registers) may be automatically incremented, or decremented every time they deposit an address on the internal address bus. This is an essential facility for implementing automated program loops, which will be described in the next section. Using this feature, it will be possible to access successive memory locations conveniently.

Let us move now to the left of the illustration. One register pair is shown, isolated on the left: I and R. The I register is called the interruptpage address register. Its role will be described in the section on interrupts of Chapter 6 (Input/Output Techniques). It is used only in a special mode where an indirect call to a memory location is generated in response to an interrupt. The I register is used to store the high-order part of the indirect address. The lower part of the address is supplied by the device which generated the interrupt.

The R register is the memory-refresh register. It is provided to refresh dynamic memories automatically. Such a register has traditionally been located outside the microprocessor, since it is associated with the dynamic memory. It is a convenient feature which minimizes the amount of external hardware for some types of dynamic memories. It will not be used here for any programming purposes, as it is essentially a hardware feature (see reference C207 'Microprocessor Interfacing Techniques" for a detailed description of memory refresh techniques). However, it is possible to use it as a software clock, for example.

Let us move now to the far left of the illustration. There the control section of the microprocessor is located. From top to bottom, we find first the instruction register IR, which will contain the instruction to be executed. The IR register is totally distinct from the " $I, R$ " register pair described above. The instruction is received from the memory via the data bus, is transmitted along the internal data bus and is finally deposited into the instruction register. Below the instruction register appears the decoder which will send signals to the controller-sequencer and cause the execution of the instruction within the microprocessor and outside it. The control section generates and manages the control bus which appears at the bottom part of the illustration.

The three buses managed or generated by the system, i.e., the data bus, the address bus, and the control bus, propagate outside the microprocessor through its pins. The external connections are shown on the right-most part of the illustration. The buses are isolated from the outside through buffers shown in Figure 2.14.
All the logical elements of the Z 80 have now been described. It is not essential to understand the detailed operation of the Z80 in order to start writing programs. However, for the programmer who wishes to write efficient codes, the speed of a program and its size will depend upon the correct choice of registers as well as the correct choice of techniques. To make a correct choice, it is necessary to understand how instructions are executed within the microprocessor. We will therefore examine here the execution of typical instructions inside the Z 80 to demonstrate the role and use of the internal registers and buses.


## INSTRUCTION FORMATS

The Z80 instructions are listed in the Appendix. Z80 instructions may be formated in one, two, three or four bytes. An instruction specifies the operation to be performed by the microprocessor. From a simplified standpoint, every instruction may be represented as an opcode followed by an optional literal or address field, comprising one or two words. The opcode field specifies the operation to be carried out. In strict computer terminology, the opcode represents only those bits which specify the operation to be performed, exclusive of the register pointers that might be necessary. In the microprocessor world, it is convenient to call opcode the operation code itself, as well as any register pointers which it might incorporate. This "generalized opcode" must reside in an eight-bit word for efficiency (this is the limiting factor on the number of instructions available in a microprocessor).

The 8080 uses instructions which may be one, two, three, bytes long (see Figure 2.15). However, the Z80 is equipped with additional indexed instructions, which require one more byte. In the case of the Z80, opcodes are, in general, one byte long, except for special instructions which require a two-byte opcode.

Some instructions require that one byte of data follow the opcode. In such a case, the instruction will be a two-byte instruction, the second byte of which is data (except for indexing, which adds an extra byte).

In other cases, the instruction might require the specification of an address. An address requires 16 bits and, therefore, two bytes. In that case, the instruction will be a three-byte or a four-byte instruction.

For each byte of the instruction, the control unit will have to perform a memory fetch, which will require four clock cycles. The shorter the instruction, the faster the execution.

## A One-Word Instruction

One-word instructions are, in principle, fastest and are favored by the programmer. A typical such instruction for the Z 80 is:

LD r, r'
This instruction means: "Transfer the contents of register r' into r." This is a typical "register-to-register" operation. Every microprocessor must be equipped with such instructions, which allow the programmer to transfer information from any of the machine's registers into another one. Instructions referencing special registers of the machine,


Fig. 2.15 Typical Instruction Formats
such as the accumulator or other special-purpose registers, may have a special opcode.

After execution of the above instruction, the contents of r will be equal to the contents of $r$ '. The contents of $r$ ' will not have been modified by the read operation.

Every instruction must be represented internally in a binary format. The above representation "LD r,r'" is symbolic or mnemonic. It is called the assembly-language representation of an instruction. It is simply meant as a convenient symbolic representation of the actual binary encoding for that instruction. The binary code which will represent this instruction inside the memory is: 01 D D D S S S (bits 0 to 7).

This representation is still partially symbolic. Each of the letters $S$ and D stands for a binary bit. The three D's, 'D D D", represent the three bits pointing to the destination register. Three bits allow selection of one out of eight possible registers. The codes for these registers appear in Figure 2.16. For example, the code for register B is " 000 ", the code for register $C$ is " 001 ", and so on.

Similarly, "S S S" represents the three bits pointing to the source register. The convention here is that register $r$ ' is the source, and that register $r$ is the destination. The placement of the bits in the binary representation of an instruction is not meant for the convenience of the programmer, but for the convenience of the control section of the microprocessor, which must decode and execute the instruction. The assembly-language representation, however, is meant for the convenience of the programmer. It could be argued that LD r, $r^{\prime}$ should really mean: "Transfer contents of $r$ into $r$ '." However, the convention has
been chosen in order to maintain compatibility with the binary representation in this case. It is naturally arbitrary.

Exercise 2.1: Write below the binary code which will transfer the contents of register C into register B. Consult Fig. 2.16 for the codes corresponding to $C$ and $B$.

Another simple example of a one-word instruction is:
ADD A, r
This instruction will result in adding the contents of a specified register (r) to the accumulator (A). Symbolically, this operation may be represented by: $A=A+r$. It can be verified in Appendix $C$ that the binary representation of this instruction is:

10000 SS S
were S S S specifies the register to be added to the accumulator. Again, the register codes appear in Figure 2.16.

Exercise 2.2:: What is the binary code of the instruction which will add the contents of register $D$ to the accumulator?

| CODE | REGISTER |  |  |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | $B$ |
| 0 | 0 | 1 | $C$ |
| 0 | 1 | 0 | 0 |
| 0 | 1 | 1 | $E$ |
| 1 | 0 | 0 | $H$ |
| 1 | 0 | 1 | L |
| 1 | 1 | 0 | - (MEMORY) |
| 1 | 1 | 1 | $A$ |

Fig. 2.16: The Register Codes

## A Two-Word Instruction

ADD A, n
This simple two-word instruction will add the contents of the second byte of the instruction to the accumulator. The contents of the second
word of the instruction are said to be a "literal." They are data and are treated as eight bits without any particular significance. They could happen to be a character or numerical data. This is irrelevant to the operation. The code for this instruction is:

11000110 followed by the 8 -bit byte " $n$ "
This is an immediate operation. "Immediate," in most programming languages, means that the next word, or words, within the instruction contains a piece of data which should not be interpreted (the way an opcode is). It means that the next one or two words are to be treated as a literal.

The control unit is programmed to "know" how many words each instruction has. It will, therefore, always fetch and execute the right number of words for each instruction. However, the longer the possible number of words for the instruction, the more complex it is for the control unit to decode.

## A Three-Word Instruction

LD A, (nn)
The instruction requires three words. It means: "Load the accumulator from the memory address specified in the next two bytes of the instruction." Since addresses are 16 -bits long, they require two words. In binary, this instruction is represented by:

| $001111010:$ |
| :--- |
| Low address: |
| High address: |

8 bits for the opcode 8 bits for the lower part of the address 8 bits for the upper part of the address

## EXECUTION OF INSTRUCTIONS WITHIN THE Z80

We have seen that all instructions are executed in three phases: FETCH, DECODE, EXECUTE. We now need to introduce some definitions. Each of these phases will require several clock cycles. The Z80 executes each phase in one or more logical cycles, called a "machine cycle." The shortest machine cycle lasts three clock cycles.

Accessing the memory requires four clock cycles. Since each instruction must be fetched first from the memory, the fastest instruction will require four clock cycles. Most instructions will require more.

Each machine cycle is labeled as M1, M2, etc., and will require three or more clock cycles, or "states," labeled T1, T2, etc.

## The FETCH Phase

The FETCH phase of an instruction is implemented during the first three states of machine cycle M1; they are called T1, T2, and T3. These three states are common to all instructions of the microprocessor, as all instructions must be fetched prior to execution. The FETCH mechanism is the following:

## T1 : PC OUT

The first step is to present the address of the next instruction to the memory. This address is contained in the program counter (PC). As the first step of any instruction fetch, the contents of the PC are placed on the address bus (see Figure 2.17). At this point, an address is presented to the memory, and the memory address decoders will decode this address in order to select the appropriate location within the memory. Several hundred ns (a nanosecond is $10^{-9}$ second) will elapse before the contents of the selected memory location become available on the out-


Fig. 2.17: Instruction Fetch-(PC) Is Sent to the Memory
put pins of the memory, which are connected to the data bus. It is standard computer design to use the memory read time to perform an operation within the microprocessor. This operation is the incrementation of the program counter:

$$
\mathrm{T} 2: \mathrm{PC}=\mathrm{PC}+1
$$

While the memory is reading, the contents of the PC are incremented by 1 (see Figure 2.18). At the end of state T2, the contents of the memory are available and can be transferred within the microprocessor:

T3: INST into IR


Fig 2.18: PC Is Incremented

## The DECODE and EXECUTE Phases

During state T3, the instruction which has been read out of the memory is deposited on the data bus and transferred into the instruction register of the Z 80 , where it will be decoded.


Fig. 2.19: The Instruction Arrives from the Memory into $\mathbb{I R}$
It should be noted that state T4 of M1 will always be required. Once the instruction has been deposited into IR during T3, it is necessary to decode and execute it. This will require at least one machine state, T4.

A few instructions require an extra state of M1 (state T5). It will be skipped by the processor for most instructions. Whenever the execution of an instruction requires more than M1, i.e., M1, M2 or more cycles, the transition will be directly from state T4 of M1 into state T1 of M2. Let us examine an example. The detailed internal sequencing for each example is shown in the tables of Figure 2.27. As these tables have not been released for the Z80, the 8080 tables are used instead. They provide an indepth understanding of instruction execution.

## LD D, C

This corresponds to MOV rl, r2 for the 8080. Refer to line 1 of Fig. 2.27.
By coincidence, the destination register in this example happens to be named ' $D$ '. The transfer is illustrated in Figure 2.20.

This instruction has been described in the previous section. It transfers the contents of register C, denoted by " C ", into register D .

The first three states of cycle M1 are used to fetch the instruction from the memory. At the end of T3, the instruction is in IR, the Instruction Register, where it can be decoded (see Figure 2.19).

## During T4: (S S S) TMP.

The contents of C are deposited into TMP (See Figure 2.21).

## During T5: (TMP) DDD.

The contents of TMP are deposited into D. This is shown in Figure 2.22.


Fig. 2.20: Transferring C into $D$


Fig. 2.21: The Contents of C Are Deposited into TMP


Fig. 2.22: The Contents of TMP are Deposited into $D$

Execution of the instruction is now complete. The contents of register $C$ have been transferred into the specified destination register D. This terminates execution of the instruction. The other machine cycles M2, M3, M4, and M5 will not be necessary and execution stops with M1.

It is possible to compute the duration of this instruction easily. The duration of every state for the standard Z 80 is the duration of the clock: 500 ns . The duration of this instruction is the duration of five states, or $5 \times 500=2500 \mathrm{~ns}=2.5$ us.

Question: Why does this instruction require two states, T4 and T5, in order to transfer the contents $C$ into $D$, rather than just one? It transfers the contents of C into TMP, and then the contents of TMP into $D$. Wouldn't it be simpler to transfer the contents of $C$ into $D$ direct$l y$ within a single state?

Answer: This is not possible because of the implementation chosen for the internal registers. All the intenal registers are, in fact, part of a
single RAM, a read/write memory internal to the microprocessor chip. Only one word may be addressed or selected at a time within an RAM (single-port). For this reason, it is not possible to both read and write into, or from, an RAM at two different locations. Two RAM cycles are required. It becomes necessary first to read the data out of the register RAM, and store it in a temporary register, TMP, then, to write it back into the final destination register, here D . This is a design inadequacy. However, this limitation is common to virtually all monolithic microprocessors. A dual-port RAM would be required to solve the problem. This limitation is not intrinsic to microprocessors and it normally does not exist in the case of bit-slice devices. It is a result of the constant search for logic density on the chip and may be eliminated in the future.

## Important Exercise:

At this point, it is highly recommended that the user review by himself the sequencing of this simple instruction before we proceed to more complex ones. For this purpose, go back to Figure 2.14. Assemble a few small-sized "symbols" such as matches, paperclips, etc. Then move the symbols on Figure 2.14 to simulate the flow of data from the registers into the buses. For example, deposit a symbol into PC. T1 will move the symbol contained in PC out on the address bus towards the memory. Continue simulated execution in this fashion until you feel comfortable with the transfers along the buses and between the registers. At this point, you should be ready to proceed.

Progressively more complex instructions will now be studied:

## ADD A, r

This instruction means: "Add the contents of register $r$ (specified by a binary code $\mathrm{S} S \mathrm{~S}$ ) to the accumulator (A), and deposit the result in the accumulator." This is an implicit instruction. It is called implicit as it does not explicitly reference a second register. The instruction explicitly refers only to register $r$. It implies that the other register involved in the operation is the accumulator. The accumulator, when used in such an implicit instruction, is referenced both as source and destination. Data will be deposited in the accumulator as a result of this addition. The advantage of such an implicit instruction is that its complete opcode is only eight bits in length. It requires only a three-bit register field for the specification of $r$. This is a fast way to perform an addition operation.

Other implicit instructions exist in the system which will reference
other specialized registers. More complex examples of such implicit instructions are, for example, the PUSH and POP operations, which will transfer information between the top of the stack and the accumulator, and will at the same time update the stack pointer (SP), decrementing it or incrementing it. They implicitly manipulate the SP register.

The execution of the ADD A, r instruction will now be examined in detail. This instruction will require two machine cycles, M1 and M2. As usual, during the first three states of M1, the instruction is fetched from the memory and deposited in the IR register. At the beginning of T4, it is decoded and can be executed. It will be assumed here that register B is added to the accumulator. The code for the instruction will then be: 10000000 (the code for register B is 000 ). The 8080 equivalent is ADD r.

$$
\mathrm{T} 4:(\mathrm{S} \mathrm{~S} \mathrm{~S}) \triangleright \mathrm{TMP},(\mathrm{~A}) \triangleright \mathrm{ACT}
$$



Fig. 2.23: Two Transfers Occur Simultaneously

Two transfers will be executed simultaneously. First, the contents of the specified source register (here B) are transferred into TMP, i.e., to the right input of the ALU (see Fig. 2.23). At the same time, the contents of the accumulator are transferred to the temporary accumulator (ACT). By inspecting Fig. 2.23, you will ascertain that those transfers can occur in parallel. They use different paths within the system. The
transfer from B to TMP uses the internal data bus. The transfer from ACT uses a short internal path independent of this data bus. In order to gain time, both transfers are done simultaneously. At this point, both the left and the right input of the ALU are correctly conditioned. The left input of the ALU is now conditioned by the accumulator contents, and the right input of the ALU is conditioned by the contents of register B. We are ready to perform the addition. We would normally expect to see the addition take place during state T5 of M1. However, this state is simply not used. The addition is not performed! We will enter machine cycle M2. During state T1, nothing happens! It is only in state T2 of M2 that the addition takes place (refer to ADD r in Figure 2.27):

$$
\mathrm{T} 2 \text { of } \mathrm{M} 2:(\mathrm{ACT})+(\mathrm{TMP})-\mathrm{A}
$$

The contents of ACT are added to the contents of TMP, and the result is finally deposited in the accumulator. See Figure 2.24. The operation is now complete.


Fig. 2.24: End of ADD r
Question: Why was the completion of the addition deferred until state $T 2$ of machine cycle M2, rather than taking place during state $T 5$ of M1? (This is a difficult question, which requires an understanding of CPU design. However, the technique involved is fundamental to clocksynchronous CPU design. Try to see what happens.)

Answer: This is a standard design "trick" used in most CPU's. It is called "fetch/execute overlap." The basic idea is the following: looking back at Figure 2.23 it can be seen that the actual execution of the addition will only require the use of the ALU and of the data bus. In particular, it will not access the register RAM (register block). We (or the control unit) know that the next three states which will be executed after completion of any instruction will be T1, T2, T3 of machine cycle M1 of the next instruction. Looking back at the execution of these three states, it can be seen that their execution will only require access to the program counter (PC) and use of the address bus. Access to the program counter will require access to the register RAM. (This explains why the same trick could not be used in the instruction LD r, $\mathrm{r}^{\prime}$.) It is therefore possible to use simultaneously the shaded area in Figure 2.17 and the shaded area in Figure 2.24.

The data bus is used during state T1 of M1 to carry status information out. It cannot be used for the addition that we wish to perform. For that reason, it becomes necessary to wait until state T2 before the addition can be effectively carried out. This is what occurred in the chart: the addition is completed during state T2 of M2. The mechanism has now been explained. The advantage of this approach should now be clear. Let us assume that we had implemented a straightforward scheme, and performed the addition during state T 5 of machine cycle


Fig. 2.25: FETCH-EXECUTE Overlap during T1-T2
M1. The duration of the ADD instruction would have been $5 \times 500=$ 2500 ns . With the overlap approach which has been implemented, once state T4 has been executed, the next instruction is initiated. In a manner
that is invisible to this next instruction, the "clever" control unit will use state T2 to carry out the end of the addition. On the chart T2 is shown as part of M2. Conceptually, M2 will be the second machine cycle of the addition. In fact, this M2 will be overlapped, i.e., be identical to machine cycle M1 of the next instruction. For the programmer, the delay introduced by ADD will be only four states, i.e., $4 \times 500=2000$ ns, instead of 2500 ns using the "straightforward" approach. The speed improvement is 500 ns , or $20 \%$ !

The overlap technique is illustrated on Figure 2.25. It is used whenever possible to increase the apparent execution speed of the microprocessor. Naturally, it it not possible to overlap in all cases. Required buses or facilities must be available without conflict. The control unit "knows" whether an overlap is possible.

## NOTES:

1. The first memory cvcle (M1) is always an mstruction fetch; the first for onlyl byte, containing the op code, is fetched during this cycle.
2. If the READY input from memory is not high during T2 of each memory cycle, the processor will enter a wat state (TWI until READY is sampled as high.
3. States $T 4$ and $T 5$ are present, as required, for operations which are completely internal to the CPU. The contents of the internal bus during T4 and T5 are available at the data bus: this is designed for testing purposes onlv. An " X " denotes that the state is present, but is only used for such internal operations as instruction decoding.
4. Only register pairs $\mathrm{rp}=\mathrm{B}$ (registers B and C ) or $\mathrm{rp}=\mathrm{D}$ (registers $D$ and E) may be specified.
5. These states are skipped.
6. Memory read sub-cycles; an instruction or data word will be read.
7. Mamory write sub-cycle.
8. The READY signal is not required during the second and third sub-cycles (M2 and M3). The HOLD signal is accepted durng M2 and M3. The SYNC signal is not generated during M2 and M3. Durng the execution of DAD, M2 and M3 are required for an mternal register-pair add: memory is not referenced.
9. The results of these arithmetic, logical or rotate in. structions are not moved into the accumulator ( $A$ ) until state $\mathbf{T} 2$ of the next instruction cycle. That is, $A$ is loaded while the next instruction is being fetched; this overlapping of operations allows for faster processing.
10. If the value of the least significant 4 -bits of the accumulator is greater then 9 or if the auxiliary carry bit is set, 6 is added to the accumulator. If the value of the most stgnificant 4-bits of the accumulator is now greater than 9 , or if the carry bit is set, 6 is added to the most significant 4.bits of the accumulator.
11. This represents the first sub-cycle the instruction fetch) of the next instruction cycle.
12. If the condition was met. the contents of the register par $W Z$ are output on the address lines $\left(A_{0-15}\right)$ instead of the contents of the program counter (PC).
13. If the condition was not met. sub-cyeles M4 and MS are skipped; the processor instead proceeds immediately to the mstruction fetch (M1) of the next instruction cycle.
14. If the condition was not met, sub-cycies M2 and M3 are skipped; the processor instead proceeds immediately to the instruction fetch (M1) of the next instruction cycle.
15. Stack read sub-cycle.
16. Stack witite sub-cycle.
17. CONDITION

CCC

| $N Z-\operatorname{not}$ zero $(Z=0)$ | 000 |
| :---: | :--- |
| $Z-\operatorname{zero}(Z=1)$ | 001 |
| $N C-$ no carry $(C Y=0)$ | 010 |
| $C-\operatorname{carry}(C Y=1)$ | 011 |
| $P O-$ party odd $(P=0)$ | 100 |
| $P E-$ party even $(P=1)$ | 101 |
| $P-\operatorname{pus}(S=0)$ | 110 |
| $M-$ minus $(S=1)$ | 111 |

18. $1 / \mathrm{O}$ sub-cycle: the $1 / 0$ port's 8 bit select code is duplicated on address lines $0.7\left(A_{0.7}\right)$ and $8.15\left(A_{8.25}\right)$.
19. Output sub-cycle.
20. The processor will remani ide in the halt state until an interrupt, a reset or a hold is accepted. When a hold request is accepted, the CPU enters the hold mode; after the hold mode is terminated, the processor returns to the halt state. After a reset is accepted, the processor begins execution at memory location zero. After an interrupt is accepted the processor executes the instruction forced onto the data bus (usually a restart instruction)

| SSS or DDD | Value | rp | Value |
| :---: | :---: | :---: | :---: |
| $A$ | 111 | 8 | 00 |
| $B$ | 000 | $D$ | 01 |
| $C$ | 001 | $H$ | 10 |
| $D$ | 010 | $S P$ | 11 |
| $E$ | 011 |  |  |
| $H$ | 100 |  |  |
| $L$ | 101 |  |  |

Fig. 2.26: Intel Abbreviations

| mnemanic | OPCODE |  | ${ }^{\text {atal }}$ |  |  |  |  | 12 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $0_{7} \mathrm{C}_{6} \mathrm{OF}_{6} \mathrm{D}_{4}$ | $\mathrm{OjO}_{2} \mathrm{O}_{1} \mathrm{DO}_{0}$ | T | T2(2) | 73 | 74 | 5 | T1 | T2 ${ }^{127}$ | 73 |
|  | 0100 | 0555 | fCOUT <br> satus | PC=PC.1 | \|nst-tuplif | (S5St-Tmp | [TMAF-DDD |  |  | , $\quad$, |
| movt.m | 0300 | - $\ddagger$ |  |  | $i$ | $\times 131$ | \% | $\begin{aligned} & \text { HLquT } \\ & \text { STATUSi } \end{aligned}$ | DATA | $\rightarrow$-000 |
| MOV $\mathrm{m}_{\text {: }}$, | 0 : i i | 0553 |  |  |  | 15sst-TMp | $\cdots$ | HLOUS <br> 5TATUSIf | (TMP) | -DATA EUS |
| SPME | $1: 1$ : | 100 ; |  |  |  | (14) - - - | SP |  |  |  |
| MV1/ redza | 0600 | -110 | , |  |  | $\times$ |  | $\begin{aligned} & \text { PG OUT } \\ & \text { STATUS } \end{aligned}$ | 82 | -0000 |
| MVIM. ©t: | 0013 | 0110 |  |  |  | $\times$ |  |  |  | - |
| LXtip, dow | 00 P | 0001 |  |  |  | * | $4$ |  | PC * PC+1 82 | m 1 |
| LDA addr | $00 ; 1$ | $10 \cdot 0$ |  |  |  | $\times$ |  |  | PC.FC+ 412 | -2 |
| STA wict | 00 i | $00 ; 0$ |  |  |  | $\times$ |  | i | PCFFC+ \% | -2 |
| LHECO stat | 00 - 0 | i 010 |  |  |  | $\times$ |  | $1$ | $P C=P C+1 \quad 82$ | - |
| 5\%LD addr | 0010 | 0010 |  |  |  | $\times$ |  | $\begin{aligned} & \text { PC GUT } \\ & \text { STATUS! } \end{aligned}$ | PC-PC+1 B2- | -2 |
| Loax midi | 0 \% ¢ | $10: 3$ |  |  |  | $\times$ |  | $\begin{aligned} & \text { toCUT } \\ & \text { STATUS\|G\| } \end{aligned}$ | DATA | - 4 |
| STAX ${ }^{\text {p }}$ [4] | - 0 \% ${ }^{\text {P }}$ | $00: 0$ |  |  |  | x |  | $\begin{aligned} & \text { inOUF } \\ & \text { sFATU5T71 } \\ & \hline \end{aligned}$ |  | - Data gus |
| xcma | ; 1 10 | 1011 |  |  |  | ( FL L - - (0E) |  |  |  |  |
| ADD r | 1000 | 0 s s | i |  |  | $\begin{aligned} & \{S S S-7 B M F \\ & (A F A C T \end{aligned}$ |  | (9) |  |  |
| ADD M | - 000 | 0 ; i 0 | $!$ |  |  | (A)-ACT |  | $\begin{aligned} & \mathrm{H}_{2} \mathrm{OUT} \\ & \text { Stut } \end{aligned}$ | data | - $\mathrm{TS}^{49}$ |
| a0ldats | 1700 | 0 - 10 |  |  |  | (4) - ACF |  | $\begin{aligned} & \mathrm{FC} \text { Gut } \\ & \text { STATUS }[6] \end{aligned}$ | ${ }^{P} C=P C+1 \quad 82-$ | - TmP |
| A0Cr | 1000 | 1555 |  |  |  | $\begin{gathered} \text { i } 5: 5 S T-T A P 9 \\ (A) \rightarrow A C T \end{gathered}$ | 勺 | \% |  |  |
| ADC M | 1000 | 1; i 0 | ! |  |  | (at-ACt |  | HL Dut STATUS!6 | OATAM | -TMP |
| ACl cisk | $\cdots 100$ | 1) 1 a |  |  |  | (A)-ACt |  | $\begin{aligned} & \text { PCOUT } \\ & \text { STATUSIG } \end{aligned}$ | PC-PC + ${ }^{\text {P }}$ | - $\mathrm{TMP}^{8}$ |
| suer | 1001 | 0 5 5 |  |  |  |  |  | [ 3 ] | (ACT)-(TMP) $\rightarrow$ A |  |
| sue ${ }^{\text {a }}$ | 1001 | 0110 |  |  |  | (a)-act |  | $\begin{aligned} & \text { H2 QUT } \\ & \text { STATUS } \end{aligned}$ | DAta | $\rightarrow$ TAP |
| Stinde | 1 10 ; | 0110 |  |  |  | (A)-AC7 | $\bigcirc$ | fa out 5TATUSt6: | $\mathrm{PC} \times \mathrm{PC}+1 \quad \mathrm{BZ}-$ | -149 |
| sab r | 1001 | 1555 |  |  |  | $\begin{aligned} & \{5.55)-F: A^{\prime} \\ & (A\}-A C T \end{aligned}$ |  | 曼 | (AC7)-(7NA)-CY-A |  |
| sab 4 | - 0 a | 1310 |  |  | ! | (a)-act |  | $\begin{aligned} & \text { HL OUT } \\ & \text { STATUS! } \end{aligned}$ | oata - | -3MP |
| 58: dit | $1+01$ | ; 1 10 |  |  |  | [A]-AET | , | pCour 5 STATUS ${ }^{\text {th }}$ | $P C=F C+1 \quad 82=$ | - TMP |
| 1 NaH | 0000 | D 100 |  |  |  |  | ALLu-DES |  |  |  |
| tNR M | 0011 | 0 ₹ 00 |  |  |  | $\times$ |  | BL OUT STATUSIG | $\begin{gathered} \text { OAYA } \\ \text { TMPI }+1 \end{gathered}$ | $-{ }_{A L U}^{* M P}$ |
| -cks | 0000 | 010 i |  |  |  |  | AEU-DDD |  |  |  |
| DCRM | 00 i 1 | 0 ¢01 |  |  |  | - $x$ |  | H2. OUT STATUS[G] | $\begin{aligned} & \text { DATA- } \\ & \text { FMPT- }-\infty \end{aligned}$ | $-\operatorname{TMP}$ |
| INX ${ }_{\text {ch }}$ | 00 ¢ | $001 ;$ |  |  |  |  | AP | - , - | - |  |
| DCX | 00 a | 10 i i |  |  |  | (AP) - 1 | ${ }^{\text {RF }}$ | $\cdots$ |  |  |
| Dab mis | 0 - 0 \% | 1001 |  |  |  | $\times$ |  | fitmact | $(L H-T M P)$ | $\mathrm{ALU-L} \mathrm{CY}$ |
| OAA | 0010 | 0 71 | $\square$ |  | $1$ |  |  |  |  |  |
| AnA f | 1010 | 0553 | $\pm$ | 1 | $1$ | $\underset{\substack{(S S S Y-7 M P \\(A)-A C T}}{ }$ |  | 19 | (ACTI + TTMP $\rightarrow$ A |  |
| ANA H | ;0 10 | 0 : 10 | Pcout | $\mathrm{PC-PC+1}$ | NST-TMPIM | \|AT-ACT |  | HLOUT STATUS! | DATA- | - TMP |

Fig. 2.27: Intel Instruction Formats

| m 3 |  |  | ma |  |  | ms |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T1 | 7212 | ${ }^{3}$ | \% | $72^{[2]}$ | 3 | п | T2:2] | T3 | Te | TS |
|  |  |  |  |  |  |  |  |  |  |  |
| , | , $\square^{4}$ | , | \% | - | . . $\quad$ |  |  |  |  |  |
|  | $\cdots \times$ |  |  |  |  |  |  |  |  |  |
| \% |  |  |  | \% |  |  |  | $\checkmark$ |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  | [ [89F1- | ATabus |  |  |  |  |  |  |  |  |
|  | PCOPCOT 时 |  |  |  |  |  |  |  |  |  |
|  |  | * | witaiter | data | A |  |  |  |  |  |
|  | $\mathrm{PC-PC+3}$ (3) | w | ${ }_{\text {Wzout }}^{\text {WTAYS }}$ |  | data bus |  | $\because$ | \% $\%$ |  |  |
| $t$ | PC-PC+, $53+$ | w | ${ }_{\text {wzout }}^{\text {wratus }}$ |  | - |  | data | H |  |  |
|  | $\mathrm{PC}-\mathrm{PC+1} 80$. | w | $\underset{\text { W2, }}{\substack{\text { WTATUS } \\ \text { STl }}}$ | ${ }_{\text {Wz }}$ | datajus |  | 193 | -datadus |  |  |
|  |  |  |  |  |  |  |  | $\because$ |  |  |
|  |  |  |  |  |  |  |  |  |  | \% |
|  |  |  |  |  |  | $\cdots$ |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| 191 |  |  |  |  |  |  |  |  |  |  |
| 195 |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| (19) | \|ACTI + TMPPLCY-A |  |  |  |  |  |  |  |  |  |
| 991 |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| 191 | (acturitupla |  |  |  |  |  |  |  |  |  |
| 191 |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| 101 |  |  |  |  |  |  |  |  |  |  |
| [9] | [ACTI-CTMPl-CY-A |  |  |  |  |  | \% |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| $\begin{aligned} & \text { MLOUT } \\ & \text { HATMS } \\ & \hline \end{aligned}$ | asu- | databus |  |  |  |  |  |  |  |  |
| ...\% |  |  |  |  |  | S |  |  |  |  |
| (\%Lowt | alu | -databus |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| , | + |  |  |  |  |  |  |  |  |  |
| Unf-ACt |  | ALU-H.Cy |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| [9] |  |  |  |  |  |  |  |  |  | \% |

Fig. 2.27: Intel Instruction Formats (continued)

| MaEmONIC | op code |  | $\mathrm{miP}^{[8]}$ |  |  |  |  | M2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Dr $\mathrm{D}_{6} \mathrm{D}_{5} \mathrm{D}_{4}$ | $\mathrm{D}_{3} \mathrm{D}_{2} \mathrm{D}_{5} \mathrm{D}_{0}$ | 7 | $72{ }^{[2]}$ | 13 | 14 | TS | T1 | $72^{[2]}$ | 73 |
| ANI cote | >1 10 | 0110 | PCOUT <br> STRTUS | $\mathrm{PC}+\mathrm{PC}+1$ | INST-TMFAR | (A)-ACT | $\text { , }, \text {, },$ | PCOUT Status! | $\mathrm{PC}=\mathrm{PC}+1 \quad \mathrm{B2}$ | -TMsp |
| xhar | 1010 | 155 | + | $i$ | $i$ | $\begin{aligned} & \left\lvert\, \begin{array}{l} \|A\|-A C T \\ \mid \overline{S S I} \rightarrow T \mathrm{MP} \end{array}\right. \\ & \hline \end{aligned}$ | $\square, \quad,$ | [9] | (ACT) + (TPM) ${ }^{\text {a }}$ A |  |
| XRA M | 1010 | ; 130 |  |  |  | (A) - ACT | $\square .$ | $\begin{aligned} & \text { HL QUT } \\ & \text { STATUSG } \end{aligned}$ | data - | -TSAP |
| XH\| cala | 1-10 | 3110 |  |  |  | (A) $\rightarrow$ ACt |  | $\begin{aligned} & \text { FCOUT } \\ & \text { STATUS[E] } \end{aligned}$ | FC-PC +1 | - ThF |
| ORA, | 101 | 0 \$ 5 5 |  |  | 3 | $\begin{aligned} & \mathrm{AA} \mid-\mathrm{ACT} \\ & (5551-\mathrm{F}: \mathrm{MP} \end{aligned}$ | , | 6) | (ACT + +TTMPI-A | $\square \square$ |
| Ofa m | 70 i | 0 ; 0 |  |  |  | (A)-ACT |  | $\begin{aligned} & \text { FLLOUT } \\ & \text { SATUSIG } \end{aligned}$ | bata | -7*9 |
| ORICAIt | 1 1 1 | 0110 |  |  |  | (A)-ACT |  | $\begin{aligned} & \text { PC OUT } \\ & \text { STATUSIG } \end{aligned}$ | $\mathrm{FC}=\mathrm{PC}+1 \quad 82$ | Tmp |
| crip: | 30 i | \% 5 s |  |  |  |  |  | (1) | [ACTI-TTMPI.FLAGS |  |
| CMF Ci | ; 01 | i i 10 |  |  |  | (A) -ACF |  | RLOUT STATUSE | gata | -тыp |
| CP1 dia | 1 i i | i i $\ddagger 0$ |  |  |  | : $\mathrm{Al} \rightarrow \mathrm{AC} \mid$ |  | $\begin{aligned} & \text { PC out } \\ & \text { SHTUSIG } \end{aligned}$ |  | -7\%*P |
| ntei | 0000 | 0 ; it |  |  |  | \|A| $-A \mid \in$ motate | $\text { K, },$ | 的 | ALU-A.Cy |  |
| HRE | 0000 | 1 i i i |  |  |  | $\begin{aligned} & \text { IAI-ALUU } \\ & \text { ROTAFE } \end{aligned}$ | $\underline{\square, \square}$ | 691 | Aftea, CY |  |
| RAL | 0003 | 0 i i i |  |  |  | $\begin{aligned} & \text { Maj CY ALU } \\ & \text { HOTATE } \end{aligned}$ |  | 19 | AlU-A, CY |  |
| FAP | 000 : | 1 1 \% 1 |  |  |  | $\begin{aligned} & \text { las } \mathrm{Cr}^{-A L U} \\ & \text { ROTATE } \end{aligned}$ | $\square$ | 19 | ALU-A, Cy |  |
| Csta | 0010 | 1118 |  | , |  | ( $\overline{\text { a }}$ - -A |  | , |  |  |
| CMc | $00: 1$ | 1711 |  | 1 |  | $\overline{\text { cracy }}$ |  | $\%$ |  |  |
| 515 | $00 ; 1$ | a 1; |  |  |  | HCY |  |  | 4 | < |
| mmpachs | 1100 | 0013 |  | ! | ! | $\times$ |  | PCOUS STRTUSIG | PC-PC+1 E2 | - |
| Jeand ndw ${ }^{\text {[17] }}$ | 1 icc | coio |  |  | ! | judat condition |  | $\begin{aligned} & \text { pcout } \\ & \text { starusies } \end{aligned}$ | PC=PE+1 $\quad 87$ | -2 |
| calle *dt | 1100 | ; $10 i$ |  |  |  | Sp-sp-i |  | $\begin{aligned} & \text { PCOUF } \\ & \text { STATUS } 5: \end{aligned}$ | $\mathrm{FC}-\mathrm{PC}+1$ 52- | -2 |
| Ccond atar 117 | 1 icc | c 100 | 1 |  |  | JUDE CONOTHON IF TAUE. SP - SP- |  | $\begin{aligned} & \text { PC OUT } \\ & \text { FYATUSIG } \end{aligned}$ | PC-PC+1 B2- | -2 |
| met | 1700 | 1001 | $1$ |  | $\cdots$ | \% |  | $\begin{aligned} & \text { Sp OUT } \\ & \text { STATUS: } \end{aligned}$ | 5p-5p+1 DATA | -z |
| A cond actir [7] | 1 + c c | cooo |  |  | 3N5T-7**P! ${ }^{\text {a }}$ |  |  | spout STATUS(15) | SP = SP +1 OATA | -z |
| AST $n$ | 1 * ** | $\mathrm{N}: 3 \mathrm{l}$ |  |  |  | 5P-5P-1 |  | $\begin{aligned} & \text { 5P out } \\ & \text { STATUS! } 1 / 2! \end{aligned}$ | 5P-5P-1 1PCH1- | -data ins |
| PCHL | 1310 | ; 00 i |  |  | INST-ThPIAR | \|**1.. .... |  |  |  |  |
| PUSH TP | + + $^{\text {P }}$ ? | 0301 |  |  | ! | 50-5p-1 |  | $\begin{aligned} & \text { sp out } \\ & \text { 5RTUSET } \end{aligned}$ | SP- SP-1 tifl | -data gus |
| PUSTPSW | i z : 1 | 0 ; 01 |  |  |  | 5p-5p-1 |  | $\begin{array}{ll} \text { GPATUS } \\ \mathrm{TA} \end{array}$ | SP - SP - ${ }^{\text {a }}$ \|A| | -data bus |
| FOP 9 | : C ¢ | 0001 |  |  | + | $\times$ |  | SP OUT TTATUS ${ }^{153}$ | SP-5P+1 OATA | $\cdots$ |
| POPPSW | 3111 | 0001 |  |  |  | x |  | $\begin{aligned} & \text { 5p OUT } \\ & \text { STATUS } 1515 \end{aligned}$ | 5P-SP \% $\ddagger$ OATA | -Fings |
| xTHL | -1;0 | $00^{1}$ |  |  |  | $\times$ |  |  | 5P-5p-1 DATA | - 2 |
| ${ }^{\text {ind }}$ port | 1101 | 1013 |  |  | + | $x$ |  | PCOUT 57atusifi | $\mathrm{PC} * \mathrm{PC}+1 \quad 87-$ | -2.w |
| Out pon | ; 101 | 00 i |  |  | $1$ | $x$ |  | $\begin{aligned} & \text { FrCOUF } \\ & \text { STATUS } 161 \end{aligned}$ | $\mathrm{PC}=\mathrm{PC}+1 \quad \mathrm{SP}-$ | -z.w |
| 4 | 1111 | 10;1 |  |  | $T$ | SET INTE FIF |  |  |  | $\square$ |
| or | ; 1 ; | 001 : |  |  |  | meset inteffr |  |  |  | +, |
| HLT | 0111 | 0110 | $\underline{1}$ | $\because$ | , | X |  | $\begin{aligned} & \text { FTCOUT } \\ & \text { STATUS } \end{aligned}$ | HALT HODE\|[1] |  |
| nOP | 0000 | 0000 | $\begin{aligned} & \text { PC QUT } \\ & \text { STATUS } \end{aligned}$ | PG-PC+1 | iNST-TMP/IR | $\times$ | $\square$ |  | $\qquad$ |  |

Fig. 2.27: Intel Instruction Formats (continued)

| $\mathrm{SH}_{3}$ |  |  | M4 |  |  | ms |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 11 | 72123 | \％1 | r | T2 212 | 13 | T | Tiliz | T3 | 44 | T5 |  |  |
| ${ }^{19}$ |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | $\square$ |  |  |  |  |  |  | , |  |  |  |
| 191 | （ACTI＊TTAFI－A | \% |  |  | $\square$ |  | － |  | $\square$ |  |  |  |
| 15 |  |  | ب |  |  |  |  |  |  |  |  |  |
|  | 世 |  |  | $3$ |  | $\square$ |  |  |  |  |  |  |
| 14 | （ $A C T]$＋［TMAF）－A |  | $1,$ |  |  |  | ＋ |  |  |  |  |  |
| （198 |  |  |  |  |  |  |  |  |  | － |  |  |
|  | $\square \square$ |  |  |  |  |  |  | － | $\square$ |  |  |  |
| 19 | （ACFI）－（TMP）：FLAGS | ． | \% |  |  |  |  | $\square$ | ， |  |  |  |
| （9） | （ACT）－（TMPI）FLAGS |  | $\%$ |  | ৷ |  | $\square$ |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  | $\square$ |  |  |
|  |  |  |  |  |  |  |  | $\square$ |  |  |  |  |
|  |  |  |  |  |  |  | $2$ |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  | $\underline{\square}$ |  |  |  |  | + |  |  |  |
|  |  | $\square$ |  |  | $\square$ |  |  |  | $1$ |  |  |  |
| PCOUT STATUSIE | PC．PC＋： $83-$ | －w |  |  |  |  |  |  |  |  | wz Out STATUSIIt | twzi＋$+\cdots \mathrm{Pc}$ |
| $\begin{aligned} & \text { PCouf } \\ & \text { STATUSIE } \end{aligned}$ | $9 \mathrm{C}=\mathrm{PC+1}$ 团－1 | －w |  |  |  | $\%$ | ， | $\square$ |  | － | $\begin{array}{\|l\|l\|} \hline \text { wZ OUT } \\ \text { STATUS } 15,12] \\ \hline \end{array}$ | $(\mathrm{Wzz}+1 \rightarrow \mathrm{PC}$ |
| कृतUT STATUSIG： | $\mathrm{PC}=\mathrm{PC}+1 \quad \mathrm{BS}$ | ＋w | STOUT | $\mathrm{SPCH}_{-2}$ | －data bus | SP OUT STATUS！ 16 ！ | PPCLI | data bus |  |  | WZ OAJ［131 <br> STATUS | （w2）＋1 PC |
| PC OUT 53A7usion | $P C \times P C+1 \quad \mathrm{CJ}$ | －w［13］ | $\begin{aligned} & \text { SP DGI } \\ & 5 \mathrm{OTH}[16] \end{aligned}$ |  | －Data bus | $5 P$ DUT 5PATUS［16］ | （PCLS－ | －bata bus |  | － | $\begin{aligned} & \text { wrout } \\ & \text { status } 31,172 \end{aligned}$ | （W2）$+1 \rightarrow \mathrm{PC}$ |
| $5 P$ ©ut 53ATUSIIS\} | SP\％SP＋OATA | －w |  | $\%$ | －， |  |  | $3$ |  |  | WZ OUT STATUSTII | Wrzs＋；PC |
| $\begin{aligned} & \text { spout } \\ & \text { s叉atus } 15! \end{aligned}$ | SPASP $\mathrm{F}_{1}$ DATA | －w |  |  |  |  | － |  |  |  | $\begin{array}{\|l\|} \hline \text { wzout } \\ \text { STATUSHIT5] } \\ \hline \end{array}$ | （w2）$+1 \rightarrow \mathrm{pc}$ |
| $\begin{aligned} & \text { Spout } \\ & \text { statusite } \end{aligned}$ | TTMP - ootannocol- | ELaTA BuS |  |  |  |  | $\cdots$ |  |  |  |  | w $\mathrm{Fz1+1-pc}$ |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\begin{aligned} & \text { SP OUT } \\ & \text { SATUSU161 } \end{aligned}$ | $4!1-$ | －data bus |  |  |  |  |  |  |  |  |  |  |
| $\begin{aligned} & \text { SpOUT } \\ & \text { STATUSIES } \\ & \hline \end{aligned}$ | FLAGS | －data bes |  |  |  | $\square$ |  |  | ， |  |  |  |
| $\begin{aligned} & \text { SP GUT } \\ & \text { STATUS } 455 \end{aligned}$ | SP－SP＋1 DATA－ | prin |  |  |  |  |  |  | ↔ |  |  |  |
| $\begin{aligned} & \text { SP OUT } \\ & \text { STATILIS! } \end{aligned}$ | SP－SP＋1 DATA | －A |  |  | $\square$ |  |  | $\square$ |  | $1 \times$ |  |  |
| $\begin{aligned} & \text { SP OUY } \\ & \text { SIATUSiF: } \end{aligned}$ | DATA | ＋w | $\begin{aligned} & \text { SP OUT } \\ & \text { STATUSI } \end{aligned}$ | $\mathrm{iH}_{4}$ | －DATA AUS | $\begin{aligned} & \text { spour } \\ & \text { statutin] } \end{aligned}$ | 14－ | dota gus | （wz） | $\rightarrow+4$. |  |  |
| wz out <br>  | gata | －A |  |  |  |  |  |  |  |  |  |  |
| $\begin{aligned} & \text { WZ OBT } \\ & \text { STATUS } 18 \mathrm{Bl} \end{aligned}$ | （A） | －catabus |  |  |  |  | $\square$ |  |  |  |  |  |
|  |  |  |  |  |  |  | －， |  | $\square$ |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| , |  |  |  | $1,+,$ |  | $\square$ |  |  |  | $\square$ |  |  |

Fig．2．27：Intel Instruction Formats（continued）

Question: Would it be possible to go further using this scheme, and to also use state T3 of M2 if we have to execute a longer instruction?
In order to clarify the internal sequencing mechanism, it is suggested that you examine Figure 2.27, which shows the detailed instruction execution for the 8080 . The Z80 includes all 8080 instructions, and more. The information presented in Figure 2.27 is not available for the Z80. It is shown here for its educational value in understanding the internal operation of this microprocessor. The equivalence between Z80 and 8080 instructions is shown in the Appendix.

A more complex instruction will now be examined:

## ADD A, (HL)

The opcode for this instruction is 10000110 . This instruction means "add to the accumulator the contents of memory location (HL)." The memory location is specified through a rather strange system. It is the memory location whose address is contained in registers H and L . This instruction assumes that these two special registers (HL) have been loaded with contents prior to executing the instruction. The 16 -bit contents of these registers will now specify the address in the memory where data resides. This data will be added to the accumulator, and the result will be left in the accumulator.

This instruction has a history. It has been supplied in order to provide compatibility between the early 8008 , and its successor, the 8080. The early 8008 was not equipped with a direct-memory addressing capability! The procedure used to access the contents of the memory was to load the two registers H and L , and then execute an instruction referencing H and L . ADD A, (HL) is just such an instruction. It must be stressed that the 8080 and the Z 80 are not limited in the same way as the 8008 in memory-addressing capability. They do have direct-memory addressing. The facility for using the H and L registers becomes an added advantage, not a drawback, as was the case with the 8008 .

Let us now follow the execution of this instruction (it is called ADD M for the 8080 and is the 16th instruction on Figure 2.27). States $\mathrm{T} 1, \mathrm{~T} 2$, and T 3 of M 1 will be used, as usual, to fetch the instruction. During state T4, the contents of the accumulator are transferred to its buffer register, ACT, and the left input of the ALU is conditioned.
Memory must be accessed in order to provide the second byte of data which will be added to the accumulator. The address of this byte of
data is contained in H and L . The contents of H and L will therefore have to be transferred onto the address bus, where they will be gated to the memory. Let us do it.


Fig. 2.28: Transfer Contents of HL to Address Bus

During machine cycle M2, we read: HL OUT. H and L are deposited on the address bus, in the same way PC used to be deposited there in previous instructions. As a remark, it has already been indicated that during state T1 status is output on the data bus, but no use of this will be made here. From a simplified standpoint, it will require two states: one for the memory to read its data, and one for the data to become available and transferred onto the right input of the ALU, TMP.

Both inputs of the ALU are now conditioned. The situation is analogous to the one we were in with the previous instruction ADDA, r: both inputs of the ALU are conditioned. We simply have to ADD as before. A fetch/execute overlap technique will be used, and, instead of executing the addition within state T 4 of M 2 , final execution is postponed until state T2 of M3. It can be seen in Figure 2.27 that during T2 we indeed have: ACT + TMP A. The addition is finally performed, the contents of ACT are added to TMP, and the result deposited into the accumulator A .

Question: What is apparent execution time (to the programmer) for this instruction? Is it 7.5 us, or is it 4.5 us?

Another more complex instruction will now be examined which is a direct-memory addressing instruction using two invisible W and Z registers:

## $\operatorname{LD} \mathbf{A},(n n)$

The opcode is 00111010 . The 8080 equivalent is LDA addr. As usual, states T1, T2, T3 of M1 will be used to fetch the instruction from the memory. T4 is used, but no visible result can be described. During state T4, the instruction is in fact decoded. The control unit then finds out that it has to fetch the next two bytes of this instruction in order to obtain the address from which the accumulator will be loaded. The effect of this instruction is to load the accumulator from the memory contents whose address is specified in bytes 2 and 3 of the instruction. Note that state T4 is necessary to decode the instruction. It could be considered a waste of time since only part of the state is necessary to do the decoding. It is. However, this is the philosophy of clock-synchonous logic. Because microinstructions are used internally to perform the decoding and execution, this is the penalty that has to be paid in return for the advantages of microprogramming. The structure of this instruction appears in Figure 2.29.


Fig. 2.29: LD A , (ADDRESS) Is a 3-Word Instruction

The next two bytes of instruction will now be fetched. They will specify an address (see Figure 2.30).


Fig. 2.30: Before Execution of LD A


Fig. 2.31: After Execution of LD A

The effect of the instruction is shown in Figures 2.30 and 2.31 above.
Two special registers are available to the control unit within the Z 80 (but not to the programmer). They are " $W$ " and " $Z$ ", and are shown in Figure 2.28.

Second Machine Cycle M2: As usual, the first 2 states, T1 and T2, are used to fetch the contents of memory location PC. During T2, the program counter, PC, is incremented. Sometime by the end of T2, data becomes available from the memory, and appears on the data bus. By the end of T3, the word which has been fetched from memory address PC ( B 2 , second byte of the instruction) is available on the data bus. It must now be stored in a temporary register. It is deposited into Z: B2 $\triangle \mathrm{Z}$ (see Figure 2.32).


Fig. 2.32: Second Byte of Instruction Goes into $\mathbb{Z}$

Machine Cycle M3: Again, PC is deposited on the address bus, incremented, and finally the third byte, B3, is read from the memory and deposited into register W of the microprocessor. At this point, i.e., by the end of state T3 of M3, registers W and Z inside the microprocessor contain B2 and B3, i.e., the complete 16 -bit address which was originally contained in the two words following the instruction in the memory. Execution can now be completed. W and Z contain an address. This address will have to be sent to the memory, in order to extract the data. This is done in the next memory cycle:

Machine Cycle M4: This time, W and Z are output on the address bus. The 16 -bit address is sent to the memory, and by the end of state T 2 , data corresponding to the contents of the specified memory location becomes available. It is finally deposited in A at the end of state T3. This terminates execution of this instruction.

This illustrates the use of an immediate instruction. This instruction required three bytes in order to store a two-byte explicit address. This instruction also required four memory cycles, as it needed to go to the memory three times in order to extract the three bytes of this threeword instruction, plus one more memory access in order to fetch the data specified by the address. It is a long instruction. However, it is also a basic one for loading the accumulator with specified contents residing at a known memory location. It can be noted that this instruction requires the use of $W$ and $Z$ registers.

Question: Could this instruction have used other registers than $W, Z$ within the system?

Answer: No. If this instruction had used other registers, for example the H and L registers, it would have modified their contents. After execution of this instruction, the contents of H and L would have been lost. It is always assumed in a program that an instruction will not modify any registers other than those it is explicitly using. An instruction loading the accumulator should not destroy the contents of any other register. For this reason, it becomes necessary to supply the extra two registers, W and Z , for the internal use of the control unit.

## Question: Would it be possible to use PC instead of W and Z?

Answer: Positively not. This would be suicidal. The reader should analyze this.

One more type of instruction will be studied now: a branch or jump instruction, which modifies the sequence in which instructions are executed within the program. So far, we have assumed that instructions were executed sequentially. Instructions exist which allow the programmer to jump out of sequence to another instruction within the program, or in practical terms, to jump to another area of the memory containing the program, or to another address. One such instruction is:

## JP nn

This instruction appears on Line 18 of Figure 2.27 as "JMP addr." Its execution will be described by following the horizontal line of the Table. This is again a three-word instruction. The first word is the opcode, and contains 11000011 . The next two words contain the

16-bit address, to which the jump will be made. Conceptually, the effect of this instruction is to replace the contents of the program counter with the 16 bits following the "JUMP"' opcode. In practice, a somewhat different approach will be implemented, for reasons of efficiency.

As before, the first three states of M1 correspond to the instructionfetch. During state T4 the instruction is decoded and no other event is recorded ( X ). The next two machine cycles are used to fetch bytes B 2 and B 3 of the instruction. During $\mathrm{M} 2, \mathrm{~B} 2$ is fetched and deposited into internal register $W$. The next two steps will be implemented by the processor during the next instruction-fetch, as was the case already with the addition. They will be executed instead of the usual steps for T1 and T2 of the next instruction. Let us look at them.

The next two steps will be: WZ OUT and (WZ) $+1 \triangleright$ PC. In other words, the contents of WZ will be used instead of the contents of PC during the next instruction-fetch. The control unit will have recorded the fact that a jump was being executed and will execute the beginning of the next instruction differently.

The effect of these two extra states is the following:
The address placed on the address bus of the system will be the address contained in $W$ and $Z$. In other words, the next instruction will be fetched from the address that was contained in W and Z . This is effectively a jump. In addition, the contents of WZ will be incremented by 1 and deposited in the program counter, so that the next instruction will be fetched correctly by using PC as usual. The effect is therefore correct.

Question: Why have we not loaded the contents of PC directly? Why use the intermediate $W$ and $Z$ registers?

Answer: It is not possible to use PC. If we had loaded the lower part of PC (PCL) with B2, instead of using Z, we would have destroyed PC! It would then have become impossible to fetch B3.

## Question: Would it be possible to use just $Z$, instead of $W$ and $Z$ ?

Answer: Yes, but it would be slower. We could have loaded $Z$ with B 2 , then fetched B3, and deposited it into the high order half of PC ( PCH ). However, it would then have become necessary to transfer Z into PCL, before using the contents of PC. This would slow down the process. For this reason, both W and Z should be used. Further, and in order to save time, W and $Z$ are not transferred into PC. They are directly gated to the address bus in order to fetch the next instruction.

Understanding this point is crucial to the understanding of efficient execution of instructions within the microprocessor.

Question: (For the alert and informed reader only). What happens in the case of an interrupt at the end of M3? (If instruction execution is suspended at this point, the program counter points to the instruction following the jump, and the jump address, contained in W and Z , will be lost.)

The answer is left as an interesting exercise for the alert reader.
The detailed descriptions we have presented for the execution of typical instructions should clarify the role of the registers and of the internal buses. A second reading of the preceding section may help in gaining a detailed understanding of the internal operation of the Z 80 .


Fig. 2.33: Z80 MPU Pinout

## The $\mathbf{Z 8 0}$ Chip

For completeness, the signals of the Z 80 microprocessor chip will be examined here. It is not indispensable to understand the functions of
the Z 80 signals in order to be able to program it. The reader who is not interested in the details of hardware may therefore skip this section. The pinout of the Z 80 appears on Fig. 2.33. On the right side of the illustration, the address bus and the data bus perform their usual role, as described at the beginning of this chapter. We will describe here the function of the signals on the control bus. They are shown on the left of Figure 2.33.

The control signals have been partitioned in four groups. They will be described, going from the top of Figure 2.33 towards the bottom.

The clock input is 0 . The Z80 incorporates the clock oscillator within the microprocessor chip. Only a 330 -ohm pull-up resistor is necessary externally. It is connected to the 0 input and to 5 volts. However, at 4 MHz , an external clock driver is required.

The two bus-control signals, BUSRQ and BUSAK, are used to disconnect the Z80 from its busses. They are mainly used by the DMA, but could also be used by another processor in the system. BUSRQ is the bus-request signal. It is issued to the Z 80 . In response, the Z 80 will place its address bus, data bus, and tristate output control signals in the highimpedance state, at the end of the current machine cycle. BUSAK is the acknowledge signal issued by the Z 80 once the busses have been placed in the high-impedance state.

Six Z80 control signals are related to its internal status or to its sequencing:

INT and NMI are the two interrupt signais. INT is the usual interrupt request. Interrupts will be described in Chapter 6. A number of input/output devices may be connected to the INT interrupt line. Whenever an interrupt request is present on this line, and when the internal interrupt enable flip-flop (IFF) is enabled, the Z 80 will accept the interrupt (provided the BUSRQ is not active). It will then generate an acknowledge signal: IORQ (issued during the M1 state). The rest of the sequence of events is described in Chapter 6.

NMI is the non-maskable interrupt. It is always accepted by the $Z 80$, and it forces the $Z 80$ to jump to location 0066 hexadecimal. It too is described in Chapter 6. (It also assumes that BUSRQ is not active.)

WAIT is a signal used to synchronize the Z 80 with slow memory or input/output devices. When active, this signal indicates that the memory or the device is not yet ready for the data transfer. The Z 80 CPU will then enter a special wait state until the WAIT signal becomes inactive. It will then resume normal sequencing.

HALT is the acknowledge signal supplied by the Z80 after it has ex-
ecuted the HALT instruction. In this state, the Z 80 waits for an external interrupt and keeps executing NOPs to continually refresh memory.

RESET is the signal which usually initializes the MPU. It sets the program counter, register I and R to " 0 ". It disables the interrupt enable flip-flop and sets the interrupt mode to " 0 '. It is normally used after power is applied to the board.

## Memory and I/O Control

Six memory and I/O control signals are generated by the Z80. They are: MREQ is the memory request signal. It indicates that the address present on the address bus is valid. A read or write operation can then be performed on the memory.

M1 is machine cycle 1 . This cycle corresponds to the fetch cycle of an instruction.

IORQ is the input/output request. It indicates that the I/O address present on bits $0-7$ of the address bus is valid. An I/O read or write operation can then be carried out. IORQ is also generated together with M1 when the Z80 acknowledges an interrupt. This information may be used by external chips to place the interrupt response vector on the data bus. (Normal I/O operations never occur during the M1 state. The combination IORQ plus M1 indicates an interrupt-acknowledge situation.)

RD is the memory-read signal. It indicates the Z 80 is ready to read the contents of the data bus into its accumulator. It can be used by any external chip, whether memory or I/O, to deposit data onto the data bus.

WR is the memory write signal. It indicates that the data bus holds valid data, ready to be written into the specified device.

RFSH is the refresh signal. When RFSH is active, the lower seven bits of the address bus contain a refresh address for dynamic memories. The MREQ signal is then used to perform the refresh by reading the memory.

## HARDWARE SUMMARY

This completes our description of the internal organization of the Z80. The exact hardware details of the Z80 are not important here. However, the role of each of the registers is important and should be fully understood before proceeding to the next chapters. The actual instructions available on the Z80 will now be introduced, and basic programming techniques for the Z 80 will be presented.

## 3

## BASIC PROGRAMMING TECHNIQUES

## INTRODUCTION

The purpose of this chapter is to present the basic techniques necessary in order to write a program using the Z80. This chapter will introduce new concepts such as register management, loops, and subroutines. It will focus on programming techniques using only the internal Z80 resources, i.e., the registers. Actual programs will be developed, such as arithmetic programs. These programs will serve to illustrate the various concepts presented so far and will use actual instructions. Thus, it will be seen how instructions may be used to manipulate the information between the memory and the MPU, as well as to manipulate information within the MPU itself. The next chapter will then discuss in complete detail the instructions available on the Z 80 . Chapter 5 will present Addressing Techniques, and Chapter 6 will present the techniques available for manipulating information outside the Z80: the Input/Output Techniques.

In this chapter, we will essentially learn by "doing." By examining programs of increasing complexity, we will learn the role of the various instructions, of the registers, and we will apply the concepts developed so far. However, one important concept will not be presented here; it is the concept of addressing techniques. Because of its apparent complexity, it will be presented separately in Chapter 5.

Let us immediateiy start writing some programs for the Z80. We will start with arithmetic programs. The 'programmer's model'" of the Z80 registers is shown in Figure 3.0.


Fig. 3.0: The Z80 Registers

## ARITHMETIC PROGRAMS

Arithmetic programs include addition, subtraction, multiplication, and division. The programs presented here will operate on integers. These integers may be positive binary integers or may be expressed in two's complement notation, in which case the left-most bit is the sign bit (see Chapter 1 for a description of the two's complement notation).

## 8-Bit Addition

We will add two 8 -bit operands called OP1 and $O P 2$, respectively stored at memory address ADR1, and ADR2. The sum will be called RES and will be stored at memory address ADR3. This is illustrated in Figure 3.1. The program which will perform this addition is the following:

Instructions
LD A, (ADR1)
LD HL, ADR 2
ADD A. (HL)
LD (ADR 3), A

Comments
LOAD OPR INTO A
LOAD ADDRESS OF OP2 INTO HL ADD OP2 TO OP1
SAVE RESULT RES AT ADR3


Fig. 3.1: Eight-Bit Addition RES $=$ OP1 + OP2

This is our first program. The instructions are listed on the left and comments appear on the right. Let us now examine the program. It is a four-instruction program. Each line is called an instruction and is expressed here in symbolic form. Each such instruction will be translated by the assembler program into one, two, three or four binary bytes. We will not concern ourselves here with the translation and will only look at the symbolic representation.

The first line specifies loading the contents of ADR1 into the accumulator A. Referring to Figure 3.1, the contents of ADR1 are the first operand, "OP1". This first instruction therefore results in transferring OP1 from the memory into the accumulator. This is shown in Figure 3.2. "ADR1"' is a symbolic representation for the actual 16 -bit address in the memory. Somewhere else in the program, the ADR1 symbol will be defined. It could, for example, be defined as being equal to the address " 100 ".

This load instruction will result in a read operation from address 100 (see Figure 3.2), the contents of which will be transferred along the data


Fig. 3.2: LD A, (ADR1): OP1 is Loaded from Memory
bus and deposited inside the accumulator. You will recall from the previous chapter that arithmetic and logical operations operate on the accumulator as one of the source operands. (Refer to the previous chapter for more details.) Since we wish to add the two values OP1 and OP2 together, we must first load OP1 into the accumulator. Then, we will be able to add the contents of the accumulator, i.e., add OP1 to OP2. The right-most field of this instruction is called a comment field. It is ignored by the assembler program at translation time, but is provided for program readability. In order to understand what the program does, it is of paramount importance to use good comments. This is called documenting a program.

Here the comment is self-explanatory: the value of OP1, which is located at address ADR1, is loaded into the accumulator A.

The result of this first instruction is illustrated by Figure 3.2. The second instruction of our program is:

## LD HL, ADR2

It specifies: "Load from (ADR2) into registers H and L." In order to read the second operand, OP2, from the memory, we must first place, its address into a register pair of the Z 80 , such as H and L . Then, we can add the contents of the memory location whose address is in H and L to the accumulator.

Referring to Figure 3.1, the contents of memory location ADR2 are OP2, our second operand. The contents of the accumulator are now OP1, our first operand. As a result of the execution of this instruction, OP2 will be fetched from the memory and added to OP1. This is illustrated in Figure 3.3.


Fig. 3.3: $A D D$ A, (HL)

The sum will be deposited in the accumulator. The reader will remember that, in the case of the $Z 80$, the results of the arithmetic operation are deposited back into the accumulator. In other processors, it may be possible to deposit these results in other registers, or back into the memory.

The sum of OP1 and OP2 is now contained in the accumulator. To complete our program, we simply have to transfer the contents of the accumulator into memory location ADR3, in order to store the results at the specified location. This is performed by the fourth instruction of our program:

LD (ADR3), A
This instruction loads the contents of A into the specified address ADR3. The effect of this final instruction is illustrated by Figure 3.4.


Fig. 3.4: LD (ADR3), A (Save Accumulator in Memory)

Before execution of the ADD operation, the accumulator contained OP1 (see Figure 3.3). After the addition, a new result has been written into the accumulator. It is "OP1 + OP2". Recall that the contents of any register within the microprocessor, as well as any memory location, remain the same after a read operation has been performed on this register. In other words, reading the contents of a register or memory location does not change its contents. It is only, and exclusively, a write operation into this register location that will change its contents. In this example, the contents of memory locations ADR1 and ADR2 remain unchanged throughout the program. However, after the ADD instruction, the contents of the accumulator will have been modified, because the output of the ALU has been written into the accumulator. The previous contents of A are then lost.

Actual numerical addresses may be used instead of ADR1, ADR2, and ADR3. In order to keep symbolic addresses, it will be necessary to use so-called "pseudo-instructions" which specify the value of these symbolic addresses, so that the assembly program may, during translation, substitute the actual physical addresses. Such pseudo-instructions could be, for example:

ADR1 $=100 \mathrm{H}$
$\mathrm{ADR} 2=120 \mathrm{H}$
$\mathrm{ADR} 3=200 \mathrm{H}$
Exercise 3.1: Now close this book. Refer only to the list of instructions at the end of the book. Write a program which will add two numbers stored at memory locations LOC1 and LOC2. Deposit the results at memory location LOC3. Then, compare your program to the one above.

## 16-Bit Addition

An 8 -bit addition will only allow the addition of 8 -bit numbers, i.e., numbers between 0 and 255 , if absolute binary is used. For most practical applications it is necessary to add numbers having 16 bits or more, i.e., to use multiple precision. We will here present examples of arithmetic on 16 -bit numbers. They can be readily extended to 24,32 bits or more (always multiples of 8 bits). We will assume that the first operand is stored at memory locations ADR1 and ADR1-1. Since OP1 is a 16-bit number this time, it will require two 8 -bit memory locations. Similarly,

OP2 will be stored at ADR2 and ADR2-1. The result is to be deposited at memory addresses ADR3 and ADR3-1. This is illustrated in ligure 3.5. H indicates the high half (bits 8 through 15 ), while 1 indicates the low half (bits 0 (hrough 7 ).


Fig. 3.5: 16-Bit Addition-The Operands

The logic of the program is exactly like the previous one. First, the lower half of the two operands will be added, since the microprocessor can only add on 8 bits at a time. Any carry generated by the addition of these low order bytes will automatically be stored in the internal carry bit (' C '). Then, the high order half of the two operands will be added together along with any carry, and the result will be saved in the memory. The program appears below:

| LD A, (ADR1) | LOAD LOW HALF OF OP1 |
| :--- | :--- |
| LD HL, ADR2 | ADDRESS OF LOW HALF OF OP2 |
| ADD A, (HL), | ADD OP1 AND OP2 LOW |
| LD (ADR3), A | STORE RESULT, LOW |
| LD A, (ADR1-1) | LOAD HIGH HALF OF OP1 |
| DEC HL | ADDRESS OF HIGH HALF OF OP2 |
| ADC A, (HL) | (OP1 + OP2) HIGH + CARRY |
| LD (ADR3-1), A | STORE RESULT, HIGH |

The first four instructions of this program are identical to the ones used for the 8 -bit addition in the previous section. They result in adding the least significant haives (bits $0-7$ ) of OP1 and OP2. The sum, called "RES" is stored at memory location ADR3 (see Figure 3.5).

Automatically, whenever an addition is performed, any resulting carry (whether " 0 " or " 1 ') is saved in the carry bit C of the flags register (register F ). If the two numbers do generate a carry, then the C bit will be equal to " 1 "' (it will be set). If the two 8 -bit numbers do not generate any carry, the value of the carry bit will be " 0 '.

The next four instructions of the program are essentially like those used in the previous 8 -bit addition program. This time they add together the most significant half (or high half, i.e., bits $8-15$ ) of OP1 and OP2, plus any carry, and store the result at address ADR3-1.

After execution of this 8 -instruction program, the 16 -bit result is stored at memory locations ADR3 and ADR3-1, as specified. Note, however, that there is one difference between the second half of this program and the first half. The " $A D D$ " instruction which has been used is not the same as in the first half. In the first half of this program (the 3rd instruction), we had used the "ADD" instruction. This instruction adds the two operands, regardless of the carry. In the second half, we use the "ADC" instruction, which adds the two operands together, plus any carry that may have been generated. This is necessary in order to obtain the correct result. The addition initially performed on the low operands may result in a carry. Such a possible carry must be taken into account in the second half of the addition.

The question which comes naturally then is: what if the addition of the high half of the operands also results in a carry? There are two possibilities: the first one is to assume that this is an error. This program is then designed to work for results of only up to 16 bits, but not 17. The other one is to include additional instructions to test explicitly for the possibility of a carry at the end of this program. This is a choice which the programmer must make, the first of many choices.

Note: we have assumed here that the high part of the operand is stored "on top of'" the lower part, i.e., at the lower memory address. This need not necessarily be the case. In fact, addresses are stored by the Z 80 in the reverse manner: the low part is first saved in the memory, and the high part is saved in the next memory location. In order to use a common convention for both addresses and data, it is recommended that data also be kept with the low part on top of the high part. This is illustrated in Figure 3.6.


Fig. 3.6: Storing Operands in Reverse Order

When operating on multibyte operand, it is important to keep in mind two essential conventions:
-the order in which data is stored in the memory.
-where data pointers are pointing: low byte or high byte.
Exercises 3.2 and 3.3 are designed to clarify this point.
Exercise 3.2: Rewrite the 16 -bit addition program above with the memory layout indicated in Figure 3.6.
Exercise 3.3: Assume now that ADR1 does not poimt to the lower half of OPRI (as in Figures 3.5 or 3.6), but points to the higher part of OPR1, This is illustrated in Figure 3.7. Again, write the corresponding program.


Fig. 3.7: Pointing to the High Byte

It is the programmer, i.e., you, who must decide how to store 16 -bit numbers (i.e., low part or high part first) and also whether your address references point to the lower or to the higher half of such numbers. This is another choice which you will learn to make when designing algorithms or data structures.

The programs presented above are traditional programs, using the accumulator. We will now present an alternative program for the 16 -bit addition that does not use the accumulator, but instead uses some of the special 16 -bit instructions available on the Z 80 . Operands will be assumed to be stored as indicated in Figure 3.6. The program is:

| LD | HL, (ADR1) | LOAD HL WITH OP1 |
| :--- | :--- | :--- |
| LD | BC, (ADR2) | LOAD BC WITH OP2 |
| ADD HL, BC | ADD 16 BITS |  |
| LD | (ADR3), HL | STORE RES INTO ADR3 |

Note how much shorter this program is, compared to our previous version. It is more "elegant." In a limited manner, the Z80 allows registers $H$ and $L$ to be used as a 16-bit accumulator.

Exercise 3.4: Using the 16-bit instructions which have just been introduced, write an addition program for 32-bit operands, assuming that operands are stored as shown in Figure 3.8. (The answer appears below.)

## Answer:

LD HL, (ADR1-1)
LD BC, (ARR2-1)
ADD HL, BC
LD (ADR3-1), HL
LD HL, (ADR1-3)
LD BC, (ADR2-3)
ADC HL, BC
LD (ADR3-3), HL


Fig. 3.8: A 32-Bit Addition

Now that we have learned to perform a binary addition, let us turn to subtraction.

## Subtracting 16-Bit Numbers

Doing an 8 -bit subtract would be too simple. Let us keep it as an exercise and directly perform a 16 -bit subtract. As usual, our two numbers, OP1 and OP2, are stored at addresses ADR1 and ADR2. The memory layout will be assumed to be that of Figure 3.6. In order to subtract, we will use a subtract operation (SBC) instead of an add operation (ADD).

## Exercise 3.5: Now write a subtraction program.

The program appears below. The data paths are shown in Figure 3.9.

| LD HL, (ADR1) | OP1 INTO HL |
| :--- | :--- |
| LD DE, (ADR2) | OP2 INTO DE |
| AND A | CLEAR CARRY |
| SBC HL, DE | OP1 - OP2 |
| LD (ADR3), HL | RES INTO ADR3 |

The program is essentially like the one developed for 16 -bit addition. However, the $Z 80$ instruction-set has two types of additions on double registers: ADD and ADC, but only one type of subtraction: SBC.

As a result, two changes can be noted.


Fig. 3.9: 16-Bit Load - LD HL, (ADR1)

A first change is the use of SBC instead of ADD.
The other change is the "AND A" instruction, used to clear the carry flag prior to the subtraction. This instruction does not modify the value of $A$.

This precaution is necessary because the $Z 80$ is equipped with two modes of addition, with and without carry on the H and L register, but with only one mode of subtraction, the SBC instruction of "subtract with carry" when operating on the HL register pair, Because SBC automatically takes into account the value of the carry bit, it must be set 100 prior to starting the subtraction. This is the role of the "AND A" instruction.

Exercise 3.6: Rewrite the subtraction program without using the specialized 16 -bu instruction.

## Exercise 3.7: Write the subtract program for 8-bil operands.

It must be remembered that in the case of two's complement arithmetic, the final value of the carry flag has no meaning. If an overflow condition has occurred as a result of the subtraction, then the overflow bit (bit V ) of the flags register will have been set. It can then be tested.

The examples just presented are simple binary additions or subtractions. However, another type of arithmetic may be necessary; it is BCD arithmetic.

## BCD ARITHMETIC

## 8-Bit BCD Addition

The concept of BCD arithmetic has been presented in Chapter 1. Let us recall its features. It is essentially used for business applications where it is imperative to retain every significant digit in a result. In the BCD notation, a 4-bit nibble is used to store one decimal digit ( 0 through 9). As a result, every 8 -bit byte may store two $B C D$ digits. (This is called packed $B C D$ ). Let us now add two bytes each containing two BCD digits.

In order to identify the problems, let us try some numeric examples first.

Let us add " 01 " and ' 02 ':
" 01 "' is represented by: 00000001
' 02 '" is represented by: 00000010
The result is: 00000011
This is the BCD representation for " 03 ". (If you feel unsure of the BCD equivalent, refer to the conversion table at the end of the book.) Everything worked very simply in this case. Let us now try another example.
" 08 " is represented by 00001000
" 03 "' is represented by 00000011
Exercise 3.8: Compute the sum of the two numbers above in the $B C D$ representation. What do you obtain? (answer follows)

If you obtain " 00001011 '", you have computed the binary sum of 8 and 3. You have indeed obtained 11 in binary. Unfortunately, " 1011 " is an illegal code in $B C D$. You should obtain the $B C D$ representation of " 11 ", i.e., 00010001 !

The problem stems from the fact that the BCD representation uses only the first ten combinations of 4 digits in order to encode the decimal symbols 0 through 9 . The remaining six possible combinations of 4 digits are unused, and the illegal " 1011 " is one such combination. In other words, whenever the sum of two binary digits is greater than 9 ,
then one must add 6 to the result in order to skip over the 6 unused codes.

Add the binary representation of " 6 " to 1011 :

$$
\begin{aligned}
1011 & \text { (illegal binary result) } \\
+0110 & (+6)
\end{aligned}
$$

The result is:
This is, indeed, " 11 " in the BCD notation! We now have the correct result.

This example illustrates one of the basic difficulties of the BCD mode. One must compensate for the six missing codes. A special instruction, "DAA", called "decimal adjust," must be used to adjust the result of the binary addition. (Add 6 if the result is greater than 9.)

The next problem is illustrated by the same example. In our exampie, the carry will be generated from the lower BCD digit (the right-most one) into the left-most one. This internal carry must be taken into account and added to the second BCD digit. The addition instruction takes care of this automatically. However, it is often convenient to detect this internal carry from bit 3 to bit 4 (the "half-carry"). The H flag is provided for this purpose.

As an example, here is a program to add the BCD numbers " 11 " and " 22 ":

| LD A, 11H | LOAD LITERAL BCD '11’ |
| :--- | :--- |
| ADD A, 22H | ADD LITERAL BCD '22' |
| DAA | DECIMAL ADJUST RESULT |
| LD (ADR), A | STORE RESULT |

In this program, we are using a new symbol " H ". The " H " sign within the operand field of the instruction specifies that the data which follows is expressed in hexadecimal notation. The hexadecimal and the BCD representations for digits " 0 '" through ' ' 9 "' are identical. Here we wish to add the literals (or constants) " 11 " and " 22 ". The result is stored at the address ADR. When the operand is specified as part of the instruction, as it is in the above example, this is called immediate addressing. (The various addressing modes will be discussed in detail in Chapter 5.) Storing the result at a specified address, such as LD (ADR), A is called absolute addressing when ADR represents a 16 -bit address.


Fig. 3.10: Storing BCD Digits
This program is analogous to the 8-bit binary addition, but uses a new instruction: "DAA'. Let us illustrate its role in an example. We will first add " 11 '" and ' 22 '" in BCD:

$$
\begin{array}{r}
\begin{array}{r}
00010001 \\
+ \\
=\underbrace{00100010}_{3} \\
\underbrace{00110011}_{3}
\end{array}(32)
\end{array}
$$

The result is correct, using the rules of binary addition.
Let us now add " 22 '" and " 39 '", by using the rules of binary addition:

$$
\begin{aligned}
& 00100010 \\
&+ \underbrace{00111001}_{5} \\
& \underbrace{01011011}_{?}
\end{aligned}
$$

"1011" is an illegal BCD code. This is because BCD uses only the first 10 binary codes, and "skips over" the next 6 . We must do the same, i.e. add 6 to the result:

$$
\begin{aligned}
& \begin{array}{r}
01011011 \\
0110 \\
+ \\
+ \\
= \\
\underbrace{01100001}_{6} \\
1
\end{array} \\
&(61)
\end{aligned}
$$

This is the correct $B C D$ result.

Exercise 3.9: Could we move the DAA instruction in the program after the insiruction $L D(A D R), A$ ?

## BCD Subtraction

BCD subtraction is, in appearance, complex. In order to perform a BCD subtraction, one must add the ten's complement of the number, just as one adds the two's complement of a number to perform a binary subtract. The ten's complement is obtained by computing the complement to 9 , then adding " 1 ". This requires typically three to four operations on a standard microprocessor. However, ihe $Z 80$ is equipped with a powerful DAA instruction which simplifies the program.

The DAA instruction automatically adjusts the value of the result in the accumulator, depending on the value of the C and H flags before DAA, to the correct value. (See the next chapter for more details on DAA.)

## 16-Bit BCD Addition

16-bit addition is performed just as simply as in the binary case. The program for such an addition appears below:

| LD A, (ADR1) | LOAD (OPi) L INTO A |
| :--- | :--- |
| LD HL, ADR2 | LOAD ADR2 INTO HL |
| ADD A, (HL) | (OP1 + OP2) LOW |
| DAA | DECIMAL ADJUST |
| LD (ADR3), A | STORE (RESULT) LOW |
| LD A, (ADR1 + 1) | LD (OP1) H INTO A |
| INC HL | POINT TO ADR2 + 1 |
| ADC A, (HL) | (OP1 + OP2) HIGH + CARRY |
| DAA | DECIMAL ADJUST |
| LD (ADR3 +1), A | STORE (RESULT) HICH |

## Packed BCD Subtract

Elementary BCD addition and subtraction have been described. However, in actual practice. BCD numbers include any number of bytes. As a simplified example of a packed BCD subtract, we will assume that the two numbers N 1 and N 2 include the same number of $B C D$ bytes. The number of bytes is called COUNT. The register and
memory allocation is shown in Figure 3.11. The program appears below:

| BCDPAK | LD | B, COUNT |  |
| :---: | :---: | :---: | :---: |
|  | LD | DE, N2 |  |
|  | LD | HL, N1 |  |
|  | AND | A | CLEAR CARRY |
| MINUS | LD | A, (DE) | N2 BYTE |
|  | SBC | A, (HL) | N2-1 |
|  | DAA |  |  |
|  | LD | (HL), A | STORE RESULT |
|  | INC | DE |  |
|  | INC | HL |  |
|  | DJNZ | MINUS | PP UNTIL $\mathrm{B}=0$. |



Fig. 3.11: Packed BCD Subtract: $\mathrm{N} 1 \longleftarrow$ N 2 - N1

N 1 and N 2 represent the addresses where the BCD numbers are stored. These addresses will be loaded in register pairs DE and HL:

BCDPAK LD
B, COUNT
LD
DE, N2
LD HL, Nl

Then, in anticipation of the first subtraction, the carry bit must be cleared. It has been pointed out that the carry bit can be cleared in a number of equivalent ways. Here, for example, we use:

AND A
The first byte of N 2 is loaded into the accumulator, then the first byte of N1 is subtracted from it. The DAA instruction is then used, to obtain the correct BCD value:

$$
\begin{array}{lll}
\text { MINUS } & \text { LD } & \text { A, (DE }) \\
& \text { SBC } & \text { A, (HL) } \\
& \text { DAA } &
\end{array}
$$

The result is then stored into N 1 :

$$
\mathrm{LD} \quad(\mathrm{HL}), \mathrm{A}
$$

Finally, the pointers to the current byte are incremented:

| INC | DE |
| :--- | :--- |
| INC | HL |

The counter is decremented and the subtraction loop is executed until it reaches the value " 0 '":
DJNZ MINUS

The DJNZ instruction is a special $Z 80$ instruction which decrements register $B$ and jumps if it is not zero, in a single instruction.

Exercise 3.10: Compare the program above to the one for the 16 -bit binary addition. What is the difference?

Exercise 3.11: Can you exchange the roles of DE and HL? (Hint: Be careful with $S B C$.)

Exercise 3.12: Write the subtraction program for a 16 -bit $B C D$.

## BCD Flags

In BCD mode, the carry flag during an addition indicates the fact that the result is larger than 99. This is not like the two's complement situation, since $B C D$ digits are represented in true binary. Conversely, the presence of the carry flag during a subtraction indicates a borrow.

## Instruction Types

We have now used two types of microprocessor instructions. We
have used LD, which loads the accumulator from the memory address, or stores its contents at the specified address. This is a data transfer instruction.

Next, we have used arithmetic instructions, such as ADD, SUB, $A D C$ and SBC. They perform addition and subtraction operations. More ALU instructions will be introduced soon in this chapter.

Still other types of instructions are available within the microprocessor which we have not used yet. They are in particuiar "jump" instructions, which will modify the order in which the program is being executed. This new type of instruction will be introduced in our next example. Note that jump instructions are often called "branch" for conditional situations, i.e. instances where there is a logical choice in the program. The "branch" derives its name from the analogy to a tree, and implies a fork in the representation of the program.

## MULTIPLICATION

Let us now examine a more complex arithmetic problem: the multiplication of binary numbers. In order to introduce the algorithm for a binary multiplication, iet us start by examining a usual decimal multiplication: We will multiply 12 by 23 .

| 12 | (Multiplicand) |
| ---: | :--- |
| $\times \quad 23$ | (Multiplier) |
| 36 | (Partial Product) |
| +24 |  |
| $=276$ | (Final Result) |

The multiplication is performed by multiplying the right-most digit of the multiplier by the multipiicand, i.e., " 3 " $\times$ " 12 ". The partial product is " 36 ". Then one multiplies the next digit of the multiplier, i.e., " 2 ", by " 12 ". " 24 " is then added to the partial product.

But there is one more operation: 24 is offset to the left by one position. We will say that 24 is shifted left by one position. Equivalently, we could have said that the partial product (36) had been shifted one position to the right before adding.

The two numbers, correctly shifted, are then added and the sum is 276. This is simple. The binary multiplication is performed in exactly the same way.

Let us look at an example. We will multiply $5 \times 3$ :

| 101 | (MPD) |
| ---: | :--- |
| $\times \quad 011$ | (MPR) |
| 101 | $(P P)$ |
| 101 |  |

000

$$
\begin{equation*}
01111 \text { (RES) } \tag{15}
\end{equation*}
$$

In order to perform the multiplication, we operate exactly as we did above. The formal representation of this algorithm appears in Figure 3-12. It is a flowchart for the algorithm, our first flowchart. Let us examine it more closely.


Fig. 3.12: The Basic Multiplication Algorithm—Flowchart

This flowchart is a symbolic representation of the algorithm we have just presented. Every rectangle represents an order to be carried out. It will be translated into one or more program instructions. Every
diamond-shaped symbol represents a test being performed. This will be a branching point in the program. If the test succeeds, we will branch to a specified location. If the test does not succeed, we will branch to another location. The concept of branching will be explained later, in the program itself. The reader should now examine this flowchart and ascertain that it does indeed exactly represent the algorithm which has been presented. Note that there is an arrow coming out of the last diamond at the bottom of the flowchart, back to the first diamond on top. This is because the same portion of the flowchart will be executed eight times, once for every bit of the multiplier. Such a situation, where execution will restart at the same point, is called a program loop for obvious reasons.

Exercise 3.13: Multiply " 4 "' by ' 7 "' in binary, using the flowchart, and verify that you obtain ' 28 '. If you do not, try again. It is only if you obtain the correct result that you are ready to translate this flowchart into a program.

## 8-By-8 Multiplication

Let us now translate this flowchart into a program for the Z80. The complete program appears in Figure 3.13. We are going to study it in detaii. As you will recall from Chapter 1, programming consists here of translating the flowchart of Figure 3.12 into the program of Figure 3.13. Each of the boxes in the flowchart will be translated by one or more instructions.

It is assumed that MPR and MPD already have a value.

| MPY88 | LD | BC, (MPRAD) | LOAD MULTIPLIER INTO C |
| :---: | :--- | :--- | :--- |
|  | LD | B, 8 | B IS BIT COUNTER |
|  | LD | DE, (MPDAD) | LOAD MULTIPLICAND INTO E |
|  | LD | D, 0 | CLEAR D |
| MULT | LD | HL, 0 | SET RESULT TO 0 |
|  | SRL | C | SHIFT MULTIPLIER BIT INTO |
|  |  | CARRY |  |
| JR | NC, NOADD | TEST CARRY |  |
| ADD | HL, DE | ADD MPD TO RESULT |  |
| NOADD SLA | E | SHIFT MPD LEFT |  |
| RL | D | SAVE BIT IN D |  |
| DEC | B | DECREMENT SHIFT COUNTER |  |
| JP | NZ, MULT | DO IT AGAIN IF COUNTER $\neq 0$ |  |
| LD | (RESAD), HL | STORE RESULT |  |

Fig. 3.13: $8 \times 8$ Multiplication Program

The first box of the flowchart is an initialization box. It is necessary to set a number of registers or memory locations to " 0 ', as this program will require their use. The registers which will be used by the multiplication program appear in Figure 3.14.


Fig 3.14: $8 \times 8$ Multiplication-The Registers
Three register pairs of the Z 80 are used for the multiplication program. The 8 -bit multiplier is assumed to reside at memory address MPRAD. The multiplicand MPD is assumed to reside at memory address MPDAD. The multiplier and the multiplicand respectively will be loaded into registers C and E (see Figure 3.14). Register B will be used as a counter.

Registers D and E will hold the multiplicand as it is shifted left one bit at a time.

Note that, even though only $C$ and $E$ need to be loaded initially, a 16bit load must be used, so that B and D will also be loaded from memory, and will have to be reset respectively to " 8 '" and to " 0 '.

Finally, the results of an 8 -bit by 8 -bit multiplication may require up to 16 bits. This is because $2^{8} \times 2^{8}=2^{16}$. Two registers must therefore be reserved for the result. They are registers $H$ and $L$, as indicated on Figure 3.14.

The first step is to load registers $B, C$, and $E$ with the appropriate contents, and to initialize the result (the partial product) to the value " 0 " as specified by the flowchart of Figure 3.12. This is accomplished by the following instructions:

```
MPY88 LD BC, (MPRAD)
    LD B, }
    LD DE, (MPDAD)
    LD D,0
    LD HL, 0
```

The first three instructions respectively load MPR into the register pair $B C$, the value " 8 '" into register $B$, and MPD into the register pair DE. Since MPR and MPD are 8-bit words, they are, in fact, loaded into registers $C$ and $E$ respectively, while the next words in the memory after MPR and MPD get loaded into B and D. This is shown in Figure 3.15 and 3.16. The next instruction will zero the contents of $D$.

In this multiplication program, the multiplicand will be shifted left before being added to the result (remember that, optionally, it is possible to shift the result right instead, as indicated in the fourth box of the flowchart of Figure 3.12). The multiplicand MPD will be shifted into register $D$ at each step. This register $D$ must therefore be initialized to the value " 0 '". This is accomplished by the fourth instruction. Finally, the fifth instruction sets the contents of registers H and L to 0 in a single instruction.


Fig. 3.15: LD BC, (MPRAD)


Fig. 3.16: LD DE, (MPDAD)

Referring back to the flowchart of Figure 3.12, the next step is to test the least significant bit(the right-most bit) of the multiplier MPR. If this bit is a " 1 ", then the value of MPD must be added to the partiai result, otherwise it will not be added. This is accomplished by the next three instructions:

## MULT SRL C

JR NC, NOADD
ADD HL, DE
The first problem we must solve is how to test the least significant bit of the multiplier, contained in register C . We could here use the BIT instruction of the Z80, which allows testing any bit in any register. However, in this case, we would like to construct a program as simple as possible, using a loop. If we were using the BIT instruction here, we would first test bit 0 , then later test bit 1 , and so on until we reached bit 7. This would require a different instruction every time, and a simple loop could not be used. In order to shorten the length of the program, we must use a different instruction. Here we are using a shift instruction.

Note: There is a way to use the BIT instruction and a loop, but this would require the program to modify itself, a practice we will avoid.

SRL is a new type of operation within the arithmetic and logical unit. It stand for "shift right logical." A logical shift is characterized by the fact that a " 0 " comes into bit position 7. This can be contrasted to an arithmetic shift, where the bit coming into position 7 is identical to the previous value of bit 7. The different types of shift operations will be described in the next chapter. The effect of the SRL C instruction is illustrated in Figure 3.14 by an arrow coming out of register $C$ and into the square used to designate the carry bit (also called " $C$ "'). At this point, the right-most bit of the MPR will be in the carry bit $C$, where it can be tested.

The next instruction, "JR NC, NOADD", is a jump operation. It means "jump on no carry" ( NC ) to the address (the label) NOADD. If the contents of the carry bit are " 0 " (no carry), then the program will jump to the address NOADD. If the contents of C are " 1 "' (the carry bit is set), then no branch will occur, and the next sequential instruction will be executed, i.e., the instruction "ADD HL, DE"' will be executed.

This instruction specifies that the contents of $D$ and $E$ be added to $H$ and L , with the result in H and L . Since E contains the multiplicand MPD (see Figure 3.14), this adds the multiplicand to the partial result.

At this point, regardless of whether MPD has been added to the result or not, the multiplicand must be shifted left (this is the fourth box in the flowchart of Figure 3.12). This is accomplished by:

## NOADD SLA E

SLA stands for "shift left arithmetic." It has just been explained above that there are two types of shift operations, a logical shift and an arithmetic shift. This is the arithmetic one. In the case of a left shift, an SLA specifies that the bit coming into the right part of the register (the least significant bit) be a " 0 "' (just as in the case of an SRL before).

As an example, let us assume that the initial contents of register E were 00001001 . After the SLA instruction, the contents of $E$ will be 00010010 . And the contents of the carry bit will be 0 .

However, looking back at Figure 3.14, we really want to shift the most significant bit (called the MSB) of E directly into $D$ (this is illustrated by the arrow on the illustration coming from $E$ into $D$ ). However, there is no instruction which will shift a double register such as $D$ and $E$ in one operation. Once the contents of $E$ have been shifted, the left-most bit has "fallen into"' the carry bit. We must collect this bit from the carry bit and shift it into register $D$. This is accomplished by the next instruction:

> RL D

RL is still another type of shift operation. It stands for "rotate left." In a rotation operation, as opposed to a shift operation, this bit coming into the register is the contents of the carry bit C (see Figure 3.17). This is exactly what we want. The contents of the carry bit C are loaded into the right-most part of $D$, and we have effectively transferred the leftmost bit of E .

This sequence of two instructions is illustrated in Figure 3.18. It can be seen that the bit marked by an X in the most significant position of E will first be transferred into the carry bit, then into the least significant position of D. Effectively, it will have been shifted from E into D.

At this point, referring back to the flowchart of Figure 3.12, we must point to the next bit of MPR and check for the eighth bit. This is accomplished by decrementing the byte counter, contained in register B (see Figure 3.14). The register is decremented by:

DEC B
This is a decrement instruction, which has the obvious effect.
Finally, we must check whether the counter has decremented to the value zero. This is accomplished by checking the value of the Z bit. The reader will recall that the $Z$ (zero) flag indicates whether the previous arithmetic operation (such as a DEC operation) has produced a zero result. However, note that DEC HL, DEC BC, DEC DE, DEC IX, DEC SP do not affect the Z flag. If the counter is not ' 0 ", the operation is not finished, and we must execute this program loop again. This is accomplished by the next instruction:

JP NZ MULT
SHIFT LEFT


ROTATE LEFT


Fig. 3.17: Shift and Rotate


Fig. 3.18: Shifting from $E$ into $D$
This is a jump instruction which specifies that whenever the Z bit is not set ( $\mathrm{N} Z$ stands for non-zero), a jump occurs to location MULT. This is the program loop, which will be executed repeatedly until B decrements to the value 0 . Whenever B decrements to the value 0 , the Z bit will be set, and the JP NZ instruction will fail. This will result in the next sequential instruction being executed, namely:

## LD (RESAD), HL

This instruction merely saves the contents of H and L , i.e., the result of the multiplication, at address RESAD, the address specified for the result. Note that this instruction will transfer the contents of both registers H and L into two consecutive memory locations, corresponding to addresses RESAD and RESAD +1 . It saves 16 bits at a time.

Exercise 3.14: Could you write the same multiplication program using the BIT instruction (described in the next chapter) instead of the SRL C instruction? What would be the disadvantage?

Let us now improve the program, if possible:

Exercise 3.15: Can JR be substituted for JP at the end of the program? If so, what is the advantage?

Exercise 3.16: Can you use DJNZ to shorten the end of the program?

Exercise 3.17: Examine the two instructions: $L D D, 0$ and $L D H L, 0$ at the beginning of the program. Can you substitute:
$X O R \quad A$
$L D \quad D, A$
$L D \quad H, A$
$L D \quad L, A$
If so, what is the impact on size (number of bytes) and speed?
Note that, in most cases, the program that we have just developed will be a subroutine and the final instruction in the subroutine will be RET (return). The subroutine mechanism will be explained later in this chapter.

## Important Self-Test

This is the first significant program we have encountered so far. It includes many different types of instructions, including transfer instructions (LD), arithmetic operations (ADD), logical operations (SRL, SLA, RL), and jump operations (JR, JP). It also implements a program loop, in which the lower seven instructions, starting at address MULT, are executed repeatedly. In order to understand programming, it is essential to understand the operation of such a program in complete detail. The program is much longer than the previous simple arithmetic programs we have developed so far, and it should be studied in detail. An important exercise will now be proposed. The reader is strongly urged to do this exercise completely and correctly before proceeding. This will be the only real proof that the concepts presented so far have been understood. If a correct result is obtained, it will mean that you have really understood the mechanism by which instructions manipulate information in the microprocessor, transfer it between the memory and the registers, and process it. If you do not obtain the correct result, or if you do not do this exercse, it is likely that you will experience difficulties later in writing programs yourself. Learning to program requires personal practice. Please pause now, take a piece of paper, or use the illustration of Figure 3.19, and do the following exercise:

Exercise 3.18: Every time that a program is written, it should be verified by hand, in order to ascertain that its results will be correct. We are going to do just that: the goal of this exercise is to fill in the table of Figure 3.19 completely and accurately.

| LABEL | INSTRUCTION | B | C | $C$ <br> CARY | $D$ | $E$ | $H$ | $L$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |  |  |  |

Fig. 3.19: Form for Multiplication Exercise
You may want to write directly on Figure 3.19 or make a copy of it. You must determine the contents of every relevant register in the Z80 after the execution of each instruction in the program, from beginning to end. All the registers used by the program of Figure 3.13 are shown in Figure 3.19. From left to right, they are registers B and C, the carry C, registers D and E, and, finally, registers $H$ and L. On the left part of this illustration, fill in the label, if applicable, and then the instructions
being executed. On the right of the instruction, fill in the contents of each register after execution of the instruction. Whenever the contents of a register are not known (indefinite), you may use dashes to represent its contents. Let us start filling in this table together. You will then have to fill it out by yourself until the end. The first line appears below:

| LABEL | INSTRUCTION | B | C | C | D | E | H | L |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -- | -- | - | -- | -- | -- | -- |
| MP488 | LD BC, (0200) | 00 | 03 | - | -- | -- | -- | -- |

Fig. 3.20: Multiplication: After One Instruction

We will assume here that we are multiplying " 3 " (MPR) by " 5 " (MPD).

The first instruction to be executed is "LD BC, (MPRAD)". The contents of memory location MPRAD is loaded into registers B and C. It has been assumed that MPR is equal to 3, i.e., " 00000011 ". After execution of this instruction, the contents of register $C$ have been set to ' 3 '". Note that this instruction will also result in loading register B with whatever followed MPR in the memory. However, the next instruction in the program will take care of this by loading register B with " 8 ", as shown in Figure 3.21. Note that, at this point, the contents of D and E and H and L are still undefined, and this is indicated by dashes. The LD instruction does not condition the carry bit, so that the contents of the carry bit C are undefined. This is also indicated by a dash.

| LABEL | INSTRUCTION | $B$ | $C$ | $C$ | $D$ | $E$ | $H$ | $L$ |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MP488 |  | LD BC, (0200) | 00 | 03 | - | - | - | - |
|  | LD B, 08 | 08 | 03 | - | - | - | - | - |
|  |  | - | - |  |  |  |  |  |

Fig. 3.21: Multiplication: After Two Instructions
The situation after the execution of the first five instructions of the program (just before the MULT) is shown in Figure 3.22.

| LABEL | INSTRUCTION | B | C | C | D | E | H | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MP488 |  | -- | -- | - | -- | -- | -- | -- |
|  | LD BC, (0200) | 00 | 03 | - | -- | -- | -- | -- |
|  | LD B, 08 | 08 | 03 | - | -- | -- | -- | -- |
|  | LD DE, (0202) | 08 | 03 | - | 00 | 05 | -- | -- |
|  | LD D, 00 | 08 | 03 | - | 00 | 05 | -- | -- |
|  | LD HL,0000 | 08 | 03 | - | 00 | 05 | 00 | 00 |

Fig. 3.22: Multiplication: After Five Instructions

The SRL instruction will perform a logical shift right, and the rightmost bit of MPR will fall into the carry bit. You can see in Figure 3.23 that the contents of MPR and after the shift is " 00000001 '". The carry bit C is now set to " 1 ". The other registers are unchanged by this operation. Please continue to fill out the chart by yourself.

A second iteration is shown at the end of this chapter in Fig. 3.41.

| LABEL | InSTRUCTION | B | C | c | D | E | H | L |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MP488 |  | -- | -- | - | -- | -- | -- | -- |
|  | LD BC, (0200) | 00 | 03 | - | -- | -- | -- | -- |
|  | LD B, 08 | 08 | 03 | - | -- | -- | -- | -- |
|  | LD DE,(0202) | 08 | 03 | - | 00 | 05 | -- | -- |
|  | LD D, 00 | 08 | 03 | - | 00 | 05 | -- | -- |
| MULT | LD HL,0000 | 08 | 03 | - | 00 | 05 | 00 | 00 |
|  | SRLC | 08 | 01 | 1 | 00 | 05 | 00 | 00 |
|  | JR NC, 0114 | 08 | 01 | 1 | 00 | 05 | 00 | 00 |
| NOADD | ADD HL, DE | 08 | 01 | 0 | 00 | 05 | 00 | 05 |
|  | SLAE | 08 | 01 | 0 | 00 | OA | 00 | 05 |
|  | RLD | 08 | 01 | 0 | 00 | OA | $\infty$ | 05 |
|  | DEC B | 07 | 01 | 0 | 00 | OA | 00 | 05 |
|  | JP NZ, O1OF | 07 | 01 | 0 | 00 | OA | 00 | 05 |

Fig. 3.23: One Pass Through The Loop.

A complete listing showing the contents of all the Z 80 registers and the flags is shown in Fig. 3.39 at the end of this chapter for the complete multiplication. A hex or decimal listing is shown in Fig. 3.40.

## Programming Alternatives

The program that we have just developed could have been written.in many other ways. As a general rule, every programmer can usually find ways to modify, and often improve, a program. For example, we have shifted the multiplicand left before adding. It would have been mathematically equivalent to shift the result one position to the right before adding it to the multiplicand. As a matter of fact, this is an interesting exercise!

Exercise 3.19: Write an $8 \times 8$ multiplication program using the same algorithm, but shifting the result one position to the right instead of shifting the multiplicand by one position to the left. Compare it to the previous program, and determine whether this different approach would be faster or slower than the preceding one. The speeds of the Z80 instructions are given in the next chapter and also in the appendix.

## Improved Multiplication Program

The program that we have just developed is a straightforward translation of the algorithm to code. However, effective programming requires close attention to detail, and the length of the program can often be reduced or its execution speed can be improved. We are now going to study alternatives designed to improve this basic program.

## Step I

A first possible improvement lies in the better utilization of the Z80 instruction set. The second-to-last instruction as well as the preceding one can be replaced by a single instruction:

## DJNZ LOOP

This is a special Z80 "automated jump" which decrements the B register and branches to a specified location if it is not " 0 '. To be absolutely correct, the instruction is not completely identical to the previous pair:

DEC B
JP NZ, MULT
for it specifies a displacement, and one can only jump within the range of -256 to +256 . However, we must here jump to a location which is only a few bytes away, and this improvement is legitimate. The resulting program is shown in Figure 3.24 below:

| MP488B | LD | DE, (MPDAD) |  |
| :--- | :--- | :--- | :--- |
|  | LD | BC, (MPRAD) |  |
|  | LD | B, 8 | BIT COUNTER |
|  | LD | HL, 0 |  |
| MULT | SRL | C |  |
|  | JR | NC, NOADD |  |
|  | ADD | HL, DE |  |
| NOADD | SLA | E |  |
|  | RL | D |  |
|  | DJNZ | MULT |  |
|  | LD | (RESAD), HL |  |
|  | RET |  |  |

Fig. 3.24: Improved Multiply, Step 1

## Step 2

In order to improve this multiplication program further, we will observe that three different shift operations are used in the initial program of Figure 3.13. The multiplier is shifted right, then the multiplicand MPD is shifted left, in two operations, by first shifting register E left, then rotating register $D$ to the left. This is time-consuming. A standard programming "trick" used in the case of multiplication is based on the following observation: every time that the multiplier is shifted by one bit position, another bit position becomes available in the multiplier register. For example, assuming that the multiplier shifts right (in the previous example), a bit position becomes available on the left. Simultaneously, it can be observed that the first partial product (or 'result') will use, at most, 9 bits. If a single register had been allocated to the result in the beginning of the program, we couid then use the bit position that has been vacated by the multiplier to store the fourth bit of the result.

After the next shift of the MPR, the size of the partial product will be increased by just one bit again. In other words, a single register can be reserved intially for the partial product, and the bit positions which are being freed by the multiplier can then be used as the MPR is being shifted. In order to improve the program, we are therefore going to
assign MPR and RES to a register pair. Ideally, they should be shifted together in a single operation. Unfortunately, the Z80 shifts only 8 -bit registers at a time. Like most other 8 -bit microprocessors, it has no instruction that allows shifting 16 bits at a time.

However, another trick can be used. The Z80 (like the 8080) is equipped with special 16 -bit add instructions that we have already used. Provided that the multiplier and the result are stored in the register pair H and L , we can use the instruction:

ADD HL, HL
which adds the contents of H and L to itself. Adding a number to itself is doubling it. Doubling a number in the binary system is equivalent to a left shift. We have just obtained a 16 -bit shift in a single instruction. Unfortunately, the shift occurs to the left when we would like it to occur to the right. This is not a problem.

Conceptually, the MPR can be shifted either left or right. We have used a right shift algorithm because this is the one which is used in ordinary addition. However, it does not necessarily need to be so. The addition operation is commutative, and the order can be reversed: shifting the MPR to the left is just as valid.
In order to take advantage of this simulated 16 -bit shift, we will have to shift the MPR to the left. Therefore, the MPR will reside in register H and the result in register L . The resulting register configuration is shown in Figure 3.25.


Fig. 3.25: Registers for Improved Multiply

The rest of the program is essentially identical to the previous one. The resulting program appears below:

| MUL88C | LD | HL, (MPRAD-1) |  |
| :--- | :--- | :--- | :--- |
|  | LD | L, 0 |  |
|  | LD | DE, (MPDAD) |  |
|  | LD | D, 0 |  |
|  | LD | B, 8 | COUNTER |
| MULT | ADD | HL, HL | SHIFT LEFT |
|  | JR | NC, NOADD |  |
| NOADD | ADD | HL, DE |  |
|  | DJNZ | MULT |  |
|  | LD | (RESAD), HL |  |
|  | RET |  |  |

Fig. 3.26: Improved Multiply, Step 2
When comparing this program to the previous one, it can be seen that the length of the multiplication loop (the number of instructions between MULT and the jump) has been reduced. This program has been written in fewer instructions and this will usually result in faster execution. This shows the advantage of selecting the correct registers to contain the information.

A straightforward design will generally result in a program that works. It will not result in a program that is optimized. It is therefore important to understand and use the available registers and instructions in the best possible way. These examples illustrate a rational approach to register selection and instruction selection for maximum efficiency.

Exercise 3.20: Compute the speed of a multiplication operation using this last program. Assume that a branch will occur in $50 \%$ of the cases. Look up the number of cycles required by every instruction in the index section. Assume a clock rate of 2 MHz (one cycle $=2 \mathrm{us}$ ).

Exercise 3.21: Note that here we have used the register pair $D$ and $E$ to contain the multiplicand. How would the above program be changed if we had used the register pair $B$ and $C$ instead? (Hint: this would require a modification at the end.)

Exercise 3.22: Why did we have to bother zeroing register $D$ when loading MPD into E?

Finally, let us address a detail which may look irritating to the programmer who is not yet familiar with the Z 80 . The reader will have
noticed that, in order to load MPD into E from the memory, we had to load both registers D and E at the same time from a memory address. This is because, unless the address is contained in registers H and L , there is no way to fetch a single byte directly and load it into register E . This is a feature carried over from the early 8008, which had no direct addressing mode. The feature was carried forward into the 8080 , with some improvements, and improved still further in the Z80, where it is possible to fetch 16 bits directly from a given memory address (but not 8 bits).

Now, having solved this possible mystery, let us execute a more complex multiplication.

## A $16 \times 16$ Multiplication

In order to put our newly acquired skills to a test, we will multiply two 16 -bit numbers. However, we will assume that the result requires only 16 bits, so that it can be contained in one of the register pairs.

The result, as in our first multiplication example, is contained in registers H and L (see Figure 3.27). The multiplicand MPD is contained in registers $D$ and $E$.


Fig. 3.27: $16 \times 16$ Multiply-The Registers

It would be tempting to deposit a multiplier into register $B$ and $C$. However, if we want to take advantage of the DJNZ instruction, register B must be allocated to the counter. As a result, half of the multiplier will be in register $C$, and the other half in register $A$ (see Figure 3.27 ). The multiplication program appears below:

| MUL16 | LD | A, (MPRAD + I) | MPR, HIGH |
| :--- | :--- | :--- | :--- |
|  | LD | C, A |  |
|  | LD | A, (MPRAD) | MPR, LOW |
|  | LD | B, 16 | COUNTER |
|  | LD | DE, (MPDAD) | MPD |
| MULT | LD | HL, 0 |  |
|  | SRL | C | RIGHT SHIFT MPR, |
|  | RRA |  | HIGH |
|  |  |  | ROTATE RIGHT MPR, |
|  | JR | NC, NOADD | LOW |
| NOADD | ADD | HL, DE | ADD MPR |
|  | ADD | DE, HL | HL, HL |
|  |  |  |  |
|  | EX | DE, HL | DOUBLE - SHIFT MPD |
|  | DJNZ | MULT |  |
|  | RET |  |  |
|  |  |  |  |

Fig. 3.28: $16 \times 16$ Multiplication Program
The program is analogous to those we have developed before. The first six instructions (from label MUL16 to label MULT) perform the initialization of registers with the appropriate contents. One complication is introduced here by the fact that the two halves of MPR must be loaded in separate operations. It is assumed that MPRAD points to the low part of the MPR in the memory, followed in the next sequential memory location by the high part. (Note that the reverse convention can be used.) Once the high part of MPR has been read into A, it must be transferred into $C$ :

$$
\begin{array}{ll}
\mathrm{LD} & \mathrm{~A},(\mathrm{MPRAD}+1) \\
\mathrm{LD} & \mathrm{C}, \mathrm{~A}
\end{array}
$$

Finally, the low part of MPR can be read directly into the accumulator:

$$
\mathrm{LD} \quad \mathrm{~A},(\mathrm{MPRAD})
$$

The rest of the registers, $B, D, E, H$, and $L$ are initialized as usual:

| LD | B, 16 |
| :--- | :--- |
| LD | DE, (MPDAD) |
| LD | HL, 0 |

A 16 -bit shift must be performed on the multiplier. It requires two separate shift or rotate operations on registers C and A :

```
MULT SRL C RRA
```

After the 16 -bit shift, the right-most bit of the MPR, i.e., the LSB, is contained in the carry bit $C$ where it can be tested:

JR NC, NOADD
As usual, the multiplicand is not added to the result if the carry bit is " 0 ", and is added to the result if the carry bit is " 1 ":

ADD HL, DE
Next, the multiplicand MPD must be shifted by one position to the left.
However, the Z80 does not have an instruction which will shift the contents of register D and E simultaneously to the left by one bit position, and it can also not add the contents of D and E to itself. The contents of D and E will therefore first be transferred into H and L , then doubled, and transferred back to D and E. This is accomplished by the next three instructions:

$$
\begin{array}{lll}
\text { NOADD } & \text { EX } & \text { DE, HL } \\
& \text { ADD } & \text { HL, HL } \\
& \text { EX } & \text { DE, HL }
\end{array}
$$

Finally, the counter B is decremented and a jump occurs to the beginning of the loop as long as it does not decrement to " 0 "'

> DJNZ MULT

As usual, it is possible to consider other register allocations which may (or may not) result in shorter codes:

Exercise 3.23: Load the multiplier into registers B and C. Place the counter in $A$. Write the corresponding multiplication program and discuss the advantages or disadvantages of this register allocation.

Exercise 3.24: Referring to the original 16-bit multiplication program of Figure 3.28, can you propose a way to shift the MPD, contained in registers $D$ and $E$, without transferring it into registers $H$ and $L$ ?

Exercise 3.25: Write a 16-by-16 mulliplication program which detects the fact that the result has more than 16 bits. This is a simple improvement of our basic program.

Exercise 3.26: Write a 16 -by- 16 multiplication program with a 32-bit resull. The suggested register allocation appears in Figure 3.29. Remember that the initial result after the first addition in the loop will require only 16 bits, and that the multiplier will free one bit for each subsequent iteration.


Fig. 3.29: $16 \times 16$ Multiply with 32 -Bit Result

Let us now examine the last usual arithmetic operation, the division.

## BINARY DIVISION

The algorithm for binary division is analogous to the one which has been used for the multiplication. The divisor is successively subtracted from the high order bits of the dividend. After each subtraction, the result is used instead of the initial dividend. The value of the quotient is simultaneously increased by 1 every time. Eventually, the result of the subtraction is negative. This is called an overdraw. One must then restore the partial result by adding the divisor back to it. Naturally, the quotient must be simultaneously decremented by 1 . Quotient and dividend are then shifted by one bit position to the left and the algorithm is repeated. The flow-chart is shown in Figure 3.30.

The method just described is called the restoring method. A variation of this method which yields an improved speed of execution is called the non-restoring method.


Fig. 3.30: 8-Bit Binary Division Flowchart


Fig. 3.31: $16 \times 8$ Division-The Registers

## 16-by-8 Division

As an example, let us here examine a 16 -by- 8 division, which will yield an 8 -bit quotient and an 8 -bit remainder dividend. The register allocation is shown in Figure 3.31.

The program appears below:

| DIV168 | LD | A, (DVSAD) | LOAD DIVISOR |
| :--- | :--- | :--- | :--- |
|  | LD | D, A | INTO D |
|  | LD | E, 0 |  |
|  | LD | HL, (DVDAD) | LOAD 16-BIT DIVIDEND |
| DIV | LD | B,8 | INITIALIZE COUNTER |
|  | XOR | A | CLEAR C BIT |
|  | SBC | HL, DE | DIVIDEND - DIVISOR |
|  | INC | HL | QUOTIENT = QUOTIENT + 1 |
|  | JP | P, NOADD | TEST IF REMAINDER |
|  |  |  | POSITIVE |
|  | ADD | HL, DE | RESTORE IF NECESSARY |
| DEC | HL | QUOTIENT = QUOTIENT - 1 |  |
| NOADD ADD | HL, HL | SHIFT DIVIDEND LEFT |  |
| DJNZ | DIV | LOOP UNTIL B =0 |  |
| RET |  |  |  |

Fig. 3.32: $16 \times 8$ Division Program

The first five instructions in the programload the divisor and the dividend respectively into the appropriate registers. They also initialize the counter, in register $B$, to the value 8 . Note again that register $B$ is a preferred location for a counter if the specialized $Z 80$ instruction DJNZ is to be used:

| DIV168 | LD | A, (DVSAD) |
| :--- | :--- | :--- |
|  | LD | D, A |
|  | LD | E, 0 |
|  | LD | HL, (DVDAD) |
|  | LD | $B, 8$ |

Next, the divisor is subtracted from the dividend. Since an SBC instruction must be used (there is no 16 -bit subtract without carry), the carry must be set to the value " 0 "' before subtracting. This can be accomplished in a number of ways. The carry can be cleared by perform-
ing instructions such as:
XOR A
AND A
OR A
Here, an XOR is used:
DIV XOR A
The subtraction can then be performed:
SBC HL, DE
It is anticipated that the subtraction will be successful, i.e., that the remainder will be positive. This is called the "trial subtract"' step (refer to the flowchart of Figure 3.30). The quotient is therefore incremented by one. If the subtraction has in fact failed (i.e., if the remainder is negative), the quotient will have to be decremented by one later on:

> INC HL

The resuit of the subtraction is then tested:

$$
\text { JP } \quad P, \text { NOADD }
$$

If the remainder is positive or zero, the subtraction has been successful, and it is not necessary to store it. The program jumps to address NOADD. Otherwise, the current dividend must be restored to its previous value, by adding the divisor back to it, and the quotient must be decremented by one. This is performed by the next instructions:

$$
\begin{array}{ll}
\text { ADD } & \text { HL, DE } \\
\text { DEC } & \text { HL }
\end{array}
$$

Finally, the resulting dividend is shifted left, in anticipation of the next trial subtract operation. Finally, the B counter is decremented and tested for the value " 0 '. As long as B is not zero, this loop is executed:

```
NOADD ADD HL,HL
    DJNZ DIV
    RET
```

Exercise 3.27: Verify the operation of this division program by hand, by filling out the table of Figure 3.33, as in Exercise 3.18 for the multiplication. Note that the contents of $D$ need not be entered on the form of Figure 3.33, since they are never modified.

| LABEI | INSIRUCIION | B | H | I |
| :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

Fig. 3.33: Form for Division Program

## 8-Bit Division

The following program uses a restoring method, and leaves a complemented quotient in A . It divides 8 bits by 8 bits (unsigned).

E IS DIVIDEND
C IS DIVISOR
A IS QUOTIENT
B IS REMAINDER

| DIV88 | XOR | A | CLEAR ACCUMULATOR |
| :--- | :--- | :--- | :--- |
|  | LD | $\mathrm{B}, 8$ | LOOP COUNTER |
| LOOP88 | RL | E | ROTATE CY INTO ACC- |
|  |  |  | DIVIDEND |
|  | RLA |  | CY WILL BE OFF |
|  | SUB | C | TRIAL SUBTRACT DIVISOR |
|  | JR | NC, $\$+3$ | SUBTRACT OK |
|  | ADD | A, C | RESTORE ACCUM, SET CY |
|  | DJNZ | LOOP88 |  |
| LD | B, A | PUT REMAINDER IN B |  |
| LD | A, E | GET QUOTIENT |  |
|  | RLA |  | SHIFT IN LAST RESULT BIT |
|  | CPL |  | COMPLEMENT BITS |
| RET |  |  |  |

Note: the " $\$$ " symbol in the sixth instruction represents the value of the program counter.

## Non Restoring Division

The following program performs a 16 -bil by 15 -bit integer division, using a non-restoring lechnique. IX points to the dividend, IY to the divisor (not zero). The resulting address is left in IX (see Figure 3.34).


Fig. 3.34: Non-Restoring Divisor-The Registers
Register $B$ is used as a counter, initially set to 16 .
$A$ and $C$ contain the dividend.
$D$ and $E$ contain the divisor.
$H$ and $L$ contain the result.
The 16 -bit dividend is shifted left by:
RL C
RLA
The remainder is shifted left by:
ADC HL, HL.
The final quotient is left in $B, C$, with the remainder in HL. The program follows.

| DIV16 | LD | B, ( $1 \mathrm{X}+1$ ) |  |
| :---: | :---: | :---: | :---: |
|  | LD | C, (IX) |  |
|  | LD | D, (IY + 1) |  |
|  | LD | E, (IY) |  |
|  | LD | A, D |  |
|  | OR | E | (DIVISOR) HIGH OR (DIVISOR) LOW |
|  | JR | Z, ERROR | CHECK FOR DIVISOR $=$ ZERO |
|  | LD | A, B | GET (DVD) HI |
|  | LD | HL, 0 | CLEAR RESULT |
|  | LD | B, 16 | COUNTER |
| TRIALSB | RL | C | ROTATE RESULT + ACC LEFT |
|  | RLA |  |  |
|  | ADC | HL, HL | LEFT SHIFT. NEVER SETS CARRY. |
|  | SBC | HL, DE | MINUS DIVISOR |
| NULL | CCF |  | RESULT BIT |
|  | JR | NC, NGV | ACCUMULATOR |
|  |  |  | NEGATIVE? |
| PTV | DJNZ | TRIALSB | COUNTER ZERO? |
|  | JP | DONE |  |
| RESTOR | RL | C | ROTATE RESULT + ACC LEFT |
|  | RLA |  |  |
|  | ADC | HL, HL | AS ABOVE |
|  | AND | A |  |
|  | ADC | HL, DE | RESTORE BY ADDING DVSR |
|  | JR | C. PTV | RESULT POSITIVE |
|  | JR | Z, NULL | RESULT ZERO |
| NGV | DJNZ | RESTOR | COUNTER ZERO? |
| DONE | RL | C | SHIFT IN RESULT BIT |
|  | RLA |  |  |
|  | ADD | HL, DE | CORRECT REMAINDER |
|  | LD | B, A | QUOTIENT IS IN B, C |
|  | RET |  |  |

Exercise 3.28: Compare the previous program to the following one, using a restoring technique:

DIVIDEND IN AC
DIVISOR IN DE
QUOTIENT IN AC
REMAINDER IN HL

| DIV16 | LD | HL, 0 | CLEAR ACCUMULATOR |
| :--- | :--- | :--- | :--- |
|  | LD | B, 16 | SET COUNTER |
| LOOP16 | RL | C | ROT ACC-RESULT LEFT |
|  | RLA |  |  |
|  | ADC | HL, HL | LEFT SHIFT |
|  | SBC | HL, DE | TRIAL SUBTRACT DIVISOR |
|  | JR | NC, $\$+3$ | SUB WAS OK |
|  | ADD | HL, DE | RESTORE ACCUM |
|  | CCF |  | CALC RESULT BIT |
|  | DJNZ | LOOP16 | COUNTER NOT ZERO |
|  | RL | C | SHIFT IN LAST RESULT BIT |
|  | RLA |  |  |
|  | RET |  |  |

Note: The symbol " $\$$ " means 'current location" (eighth instruction).

## LOGICAL OPERATIONS

The other class of instructions which can be executed by the ALU inside the microprocessor is the set of logical instructions. They include: AND, OR and exclusive OR (XOR). In addition, one can also include here the shift and rotate operations which have already been utilized, and the comparison instruction, called CP for the Z 80 . The individual use of AND, OR, XOR, will be described in Chapter 4 on the instruction set.

Let us now develop a brief program which will check whether a given memory location called LOC contains the value " 0 ", the value " 1 ", or something else.

The program will introduce the comparison instruction, and perform a series of logical tests. Depending on the result of the comparison, one program segment or another will be executed.

The program appears below:

```
LD A,(LOC) READ CHARACTER IN
                LOC
CP 00H COMPARE TO ZERO
JP Z, ZERO IS IT A 0?
CP 01H COMPARE TO ONE
JP Z,ONE
ONEFOUND
ZERO
ONE
```

The first instruction: "LD A, (LOC')" reads the contents of memory location LOC, and loads it into the accumulator. This is the character we want to test. It is compared to the value 0 by the following instruction:

## $\mathrm{CP} \quad 00 \mathrm{H}$

This instruction compares the contents of the accumulator to the hexadecimal value " 00 ", i.e., the bit pattern " 00000000 ". This comparison instruction will set the $Z$ bit in the flags register to the value " 1 ", if it succeeds. This bit can then be tested by the next instruction:

## JP Z. ZERO

The jump instruction tests the value of the $Z$ bit. If the comparison succeeds, the $Z$ bit has been sel to one, and the jump will succeed. The program will then jump to the address ZERO. If the test fails, then the next sequential instruction will be executed:

$$
\text { CP } \quad 01 \mathrm{H}
$$

Similarly, the following jump instruction will branch to location ONE if the comparison succeeds. If none of the comparisons succeed, then the instruction at location NONEFOUND will be executed.

$$
\mathrm{JP} \quad \mathrm{Z}, \mathrm{ONE}
$$

NONEFOUND

This program was introduced to demonstrate the value of the comparison instruction followed by a jump. This combination will be used in many of the following programs.

Exercise 3.29: Refer to the defintion of the LD A, (LOC) instruction in the next chapter. Examine the effect of this instruction on the flags, if any. Is the second instruction of this program necessary ( CP 00 H )?

Exercise 3.30: Write the program which will read the contents of memory location " 24 " and branch to an address called "STAR" $i f$ there was a "*" in memory location 24. The bit pattern for a "*" in bitary notation will be assumed to be represented by "00101010".

## INSTRUCTION SUMMARY

We have now studied most of the important instructions of the Z 80 by using them. We have transferred values between the memory and the registers. We have performed arithmetic and logical operations on such data. We have tested it, and depending on the results of these tests, have executed various portions of the program. In particular, special "automated" Z80 instructions such as DJNZ have been used to shorten programs. Other automated instructions: LDDR, CPIR, INIR will be introduced throughout the remainder of this book.

Full use has been made of special Z80 features, such as 16 -bit register instructions to simplify the programs, and the reader should be careful not to use these programs on an 8080: they have been optimized for the Z80.

We have also introduced a structure called a loop. Another important programming structure will be introduced now: the subroutine.

## SUBROUTINES

In concept, a subroutine is simply a block of instructions which has been given a name by the programmer. From a practical standpoint, a subroutine must start with a special instruction called a subroutime declaratom, which identifies it as such for the assembler. It is also terminated by another special instruction called a return. Let us first illustrate the use of a subroutine in a program in order to demonstrate its value. Then, we will examine how it is actually implemented.


Fig. 3.35: Subroutine Calls
The use of a subroutine is illustrated in Figure 3.35. The main program appears on the left of the illustration. The subroutine is shown symbolically on the right. Let us examine the subroutine mechanism. The lines of the main program are executed successively until a new instruction "CALL SUB" is met. This special instruction is the subroutine call and results in a transfer to the subroutine. This means that the next instruction to be executed after the CALL SUB is the first instruction within the subroutine. This is illustrated by arrow 1 on the illustration.

Then, the subprogram within the subroutine executes just like any other program. We will assume that the subroutine does not contain any other calls. The last instruction of this subroutine is a RETURN. This is a special instruction which will cause a return to the main program. The next instruction to be exccuted after the RETURN is the one following the CALL SUB in the main program. This is illustrated by arrow 3 on the illustration. Program execution continues then, as illustrated by arrow 4.

In the body of the main program a second CALL SUB appears. A new transfer occurs, shown by arrow 5 . This means that the body of the subroutine is again executed following the CALL SUB instruction.

Whenever the RETURN within the subroutine is encountered, a return occurs to the instruction following the CALL SUB in question. This is illustrated by arrow 7 . Following the return to the main program, program execution procceds normally, as illustrated by arrow 8.

The effect of the two special instructions CALL SUB and RETURN should now be clear. What is the value of the subroutine mechanism?

The essential value of the subroutinc is that it can be called from any number of points in the main program, and used repeatedly without
rewriting it. A first advantage is that this approach saves memory space, since there is no need to rewrite the subroutine every time. A second advantage is that the programmer can design a specific subroutine only once and then use it repeatedly. This is a significant simplification in program design.

Exercise 3.31: What is the main disadvantage of a subroutme? (Answer follows.)

The disadvantage of the subroutine should be clear just by examining the flow of execution between the main program and the subroutine. A subroutine results in a slower execuion, since extra instructions must be exccuted: the CALL SUB and the RETURN.

## Implementation of the Subroutine Mechanism

We will examine here how the two special instructions, CALL SUB and RETURN, are implemented internally within the processor. The effect of the CALL SUB instruction is to cause the next instruction to be fetched at a new address. You will remember (or else read Chapter 1 again) that the address of the next instruction to be executed in a computer is contained in the program counter ( PC ). This means that the effect of the CALL SUB is to substitute new contents in register PC. Its effect is to load the start address of the subroutine in the program counter. Is that really sufficient?

To answer this question, let us consider the other instruction which has to be implemented: the RETURN. The RETURN must cause, as its name indicates, a return to the instruction that follows the CALL SUB. This is possible only if the address of this instruction has been preserved somewhere. This address happens to be the value of the program counter at the time that the CALL SUB was encountered. This is because the program counter is automatically incremented every time it is used (read Chapter 1 again). This is preciscly the address that we want to preserve, so that we can later perform the RETURN.

The next problem is: where can we save this return address? This address must be saved in a location where it is guaranteed that it will not be erased.

However, let us now consider the following situation, illustrated by Figure 3.36. In this example, subroutine 1 contains a call to SUB2. Our mechanism should work in this case as well. Naturally, there might even be more than two subroutines, say N "nested" calls. Whenever a new

CALL is encountered, the mechanism must therefore again store the program counter. This implies that we need at least 2 N memory locations for this mechanism. Additionally, we will need to return from SUB2 first and SUB1 next. In other words, we need a structure which can preserve the chronological ordering in which addresses have been saved.

The structure has a name and has already been introduced. It is the stack. Figure 3.38 shows the actual contents of the stack during successive subroutine calls. Let us look at the main program first. At address 100 , the first call is encountered: CALL SUB1. We will assume that, in this microprocessor, the subroutine call uses 3 bytes (RST is an exception). The next sequential address is therefore not " 101 ', but " 103 ". The CALL instruction uses addresses " 100 ", " 101 ", " 102 ". Because the control unit of the Z80 "knows" that it is a 3-byte instruction, the value of the program counter, when the call has been completely decoded, will be " 103 ". The effect of the call will be to load the value " 280 " in the program counter, " 280 " is the starting address of SUBi.


Fig. 3.36: Nested Calls
We are now ready to demonstrate the effect of the RETURN instruction and the correct operation of our stack mechanism. Execution proceeds within SUB2 until the RETURN instruction is encountered at time 3. The effect of the RETURN instruction is simply to pop the top of the stack into the program counter. In other words, the program counter is restored to its value prior to the entry into the subroutine. The top of the stack in our example is ' 303 '. Figure 3.38 shows that, at time 3, value " 303 " has been removed from the stack and has been put back into the program counter. As a result, instruction execution proceeds from address ' 303 '. At time 4 , the RETURN of SUB1 is encountered. The value on top of the stack is "103". It is popped and is installed in the program counter. As a result, program execution will proceed from location " 103 "' on within the main program. This is, indeed,
the effect that we wanted. Figure 3.38 shows that at time 4 the stack is again empty. The mechanism works.

The subroutine call mechanism works up to the maximum dimension of the stack. This is why early microprocessors which had a 4- or 8 -register stack were essentially limited to 4 or 8 levels of subroutine calls.

Note that, on Figures 3.36 and 3.37, the subroutines have been shown to the right of the main program. This is only for the clarity of the diagram. In reality, the subroutines are typed by the user as regular instructions of the program. On a sheet of paper, when producing the listing of the complete program, the subroutines may be at the beginning of the text, in its middle, or at the end. This is why they are preceded by a subroutine declaration: they must be identified. The special instructions tell the assembler that what follows should be treated as a subroutine. Such assembler directives will be discussed in Chapter 10.


Fig. 3.37: The Subroutine Calls


Fig. 3.38: Stack vs. Time

## Z80 Subroutines

The basic concepts relating to subroutines have now been presented. It has been shown that the stack is required in order to implement this mechanism. The Z 80 is equipped with a 16 -bit stack-pointer register. The stack can therefore reside anywhere within the memory and may have up to $64 \mathrm{~K}(1 \mathrm{~K}=1024)$ bytes, assuming they are available for that purpose. In practice, the start address for the stack, as well as its maximum dimension, will be defined by the programmer before writing his program. A memory area will then be reserved for the stack.

The subroutine-call instruction, in the case of the Z80, is called CALL, and comes in two versions; the direct or unconditional call, such as CALL ADDRESS, is the one we have already described. In addition, the Z80 is equipped with a conditional call instruction which will call a subroutine if a condition is met. For example: CALL NZ, SUBI will result in a call to subroutine 1 if the result of the previous operation is non-zero. This is a powerful facility, since many subroutine calls are conditional, i.e., occur only if some specific condition is met.

CALL CC, NN is executed only if the condition specified by "CC" is true. CC is a set of three bits (bits 4,5 and 6 of the opcode) which may specify up to eight conditions. They correspond respectively to the four flags " $Z$ ', ' $C$ ", " $P / V$ ", ' $S$ " Jeing either zero or non-zero.

Similarly, two types of return instructions are provided: RET and RET CC.

RET is the basic return instruction. It occupies one byte, and causes the top two bytes of the stack to be re-installed in the program counter. It is unconditional.

RET CC has the same effect except that it is executed only if the conditions specified by CC are truc. The condition bits are the same as for the CALL instruction just described.
Additionally, two specialized types of return are available which are used to terminate interrupt routines: RETI, RETN. They are described in the section on the Z 80 instructions as well as in the section on interrupts.

Finally, one more specialized instruction is provided which is analogous to a subroutine call, but allows the program to branch to only one of eight starting locations located in page zero. This is the RST P instruction. This is a one-byte instruction which automatically preserves the program counter in the stack, and causes a branch to the three-bit address specified by the P field. The P field corresponds to bits 4,5 , and 6 of the instruction, multiplied by eight.

In other words, if bits $4,5,6$ are ' 000 ', the jump will occur to location 00 H . If these bits are " 001 ", the branch will occur to 08 H , etc. up to 111 , which will cause a branch to location 38 H . The RST instruction is very efficient in terms of speed since it is a single-byte instruction. However, it can jump to only eight locations, in page 0 . Additionally, these addresses in page 0 are only eight bytes apart. This instruction is a carry-over from the 8080 and was extensively used for interrupts. This will be described in the interrupt section. However, this instruction may be used for any other purpose by the programmer, and should be considered as a possible specialized subroutine call.

## Subroutine Examples

Most of the programs that we have developed and are going to develop would usually be written as subroutines. For example, the multiplication program is likely to be used by many areas of the program. In order to facilitate and clarify program development, it is therefore convenient to define a subroutine whose name would be, for example, MULT. At the end of this subroutine we would simply add the instruction RET.

Exercise 3.32: If MULT is used as a subroutine, would it "damage" any internal flags or registers?

## Recursion

Recursion is a word used to indicate that a subroutine is calling itself. If you have understood the implementation mechanism, you should now be able to answer the following question:

Exercise 3.33: Is it legal to let a subroutine call itself? (In other words, will everything work even if a subroutine calls itself?) If you are not sure, draw the stack and fill it with the successive addresses. Then, look at the registers and memory (see Exercise 3.18) and determine if a problem exists.

Interrupts will be discussed in the input/output chapter (Chapter 6). All returns are one-byte instructions; all calls are 3-byte instructions (except RST).

Exercise 3.34: Look at the execution times of the CALL and the RET instructions in the next chapter. Why is the return from a subroutine so much faster than the CALL? (Hint: if the answer is not obvious, look again at the stack implementation of the subroutine mechanism, and analyze the internal operations that must be performed.)

## Subroutine Parameters

When calling a subroutine, one normally expects the subroutine to work on some data. For example, in the case of multiplication, one wants to transmit two numbers to the subroutine which will perform the multiplication. We saw in the case of the multiplication routine that this subroutine expected to find the multiplier and the multiplicand in given memory locations. This illustrates one method of passing parameters: through memory. Two other techniques are used, so that we have three ways of passing parameters.

1-through registers
2-through memory
3-through the stack
Registers can be used to pass parameters. This is an advantageous solution, provided that registers are available, since one does not need to use a fixed memory location: the subroutine remains memory-independent. If a fixed memory location is used, any other user of the subroutine must be very careful that he uses the same convention and that the memory location is indeed available (look at Exercise 3.19 above). This is why, in many cases, a block of memory locations is reserved simply to pass parameters among various subroutines.

Using memory has the advantage of greater flexibility (more data), but results in poorer performance and also in tying the subroutine to a given memory area.

Depositing parameters in the stack has the same advantage as using registers: it is memory-independent. The subroutine simply knows that it is supposed to receive, say, two parameters which are stored on top of the stack. Naturally, it has disadvantages: it clutters the stack with data and, therefore, reduces the number of possible levels of subroutine calls. It also significantly complicates the use of the stack, and may require multiple stacks.

The choice is up to the programmer. In general, one wishes to remain independent from actual memory locations as long as possible.

If registers are not available, a possible solution is the stack. However, if a large quantity of information should be passed to a subroutine, this information may have to reside directly in the memory. An elegant way around the problem of passing a block of data is simply to transmit a pointer to the information. A pointer is the address of the beginning of the block. A pointer can be transmitted in a register, or in the stack (two-stack locations can be used to store a 16-bit address), or in a given memory location(s).

Finally, if neither of the two solutions is applicable, then an agreement may be made with the subroutine that the data will be at some fixed memory location (the "mail-bux').

Exercise 3.35: Which of the three methods above is best for recursion?

## Subroutine Library

There is a strong advantage to structuring portions of a program into identifiable subroutines: they can be debugged independently and can have a mnemonic name. Provided that they will be used in other areas of the program, they become shareable, and one can thus build a library of useful subroutines. However, there is no general panacea in computer programming. Using subroutines systematically for any group of instructions that can be grouped by function may also result in poor efficiency. The alert programmer will have to weigh the advantages against the disadvantages.

## SUMMARY

This chapter has presented the way information is manipulated inside the Z80 by instructions. Increasingly complex algorithms have been introduced and translated into programs. The main types of instructions have been used and explained.

Important structures such as loops, stacks and subroutines, have been defined.

You should now have acquired a basic understanding of programming, and of the major techniques used in standard applications. Let us study the instructions available.

|  |  | $A=00$ | $\mathrm{EC}=0000$ | DE $=0000$ | $\mathrm{HL}=0000$ | S=0300 | $F=0100$ | 0100' | L. | BCy (0200) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $A^{\prime}=00$ | $E^{\prime}=0000$ | $\mathrm{I}^{\prime}=0000$ | $\mathrm{H}^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  | (0200') |
|  |  | $A=00$ | $\mathrm{EC}=0003$ | $\mathrm{nE}=0000$ | HL $=0000$ | $\mathrm{S}=0300$ | $\mathrm{F}=0104$ | 0104. | Lo | 1.08 |
|  |  | $\mathrm{A}^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $\mathrm{I}^{\prime}=0000$ | $\mathrm{H}^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $I=00$ |  |  |
|  |  | $A=00$ | $\mathrm{EC}=0803$ | $\mathrm{DE}=0000$ | $\mathrm{HL}=0000$ | $5=0300$ | $F=0106$ | 0106' | LII | DE: (0202) |
|  |  | $A^{\prime}=00$ | $E^{\prime}=0000$ | $\mathrm{I}^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  | (0203') |
|  |  | $A=00$ | $\mathrm{EC}=0803$ | DE=0005 | $\mathrm{HL}=0000$ | S=0300 | $F=010 \mathrm{~A}$ | 010a' | LHI | $1 \mathrm{H}, 00$ |
|  |  | $A^{\prime}=00$ | $E E^{\prime}=0000$ | $\mathrm{I}^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  |  |
|  |  | $A=00$. | $\mathrm{EC}=0903$ | IE $=0005$ | $\mathrm{HL}=0000$ | $S=0300$ | $F=010 \mathrm{C}$ | 010C | L. | HL.90000 |
|  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $I^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $I=00$ |  | (0000') |
|  |  | $A=00$ | $\mathrm{EC}=0803$ | HE=0005 | $H L=0000$ | S=0300 | $\mathrm{F}=010 \mathrm{~F}$ | 010F. | SFiL | c |
|  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $\underline{1}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $y=0000$ | $I=00$ |  |  |
|  | $C$ | $A=00$ | $\mathrm{EC}=0801$. | DE $=0005$ | $\mathrm{HL}=0000$ | $S=0300$ | $F=0.11$ | 0111' | JFi | NC.0.114 |
|  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $\mathrm{I}^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{T}=00$ |  | (0114) |
|  | $C$ | $A=00$ | $\mathrm{EC}=0801$ | DE $=0005$ | $\mathrm{HL}=0000$ | $5=0300$ | $F=0.13$ | 0113. | ALI | HLy DEE |
|  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $\mathrm{I}^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  |  |
|  |  | $A=00$ | EC=0801 | DE $=0005$ | $\mathrm{HL}=0005$ | $\mathrm{S}=0300$ | $\mathrm{F}=0.14$ | 0114' | SLA | E |
|  |  | $A^{\prime}=00$ | $E=0000$ | $\underline{1}=0000$ | $\mathrm{H}^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $I=00$ |  |  |
|  | U | $A=00$ | $\mathrm{EC}=0801$ | DE $=000 \mathrm{~A}$ | $\mathrm{HL}=0005$ | $\mathrm{S}=0300$ | $F=0116$ | 0116 | RL | II |
|  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $\underline{\mathrm{H}}=0000$ | $\mathrm{H}^{\prime}=0000$ | $x=0000$ | $Y=0000$ | $I=00$ |  |  |
| Z | U | $A=00$ | $\mathrm{EC}=0801$ | IE $=000 \mathrm{~A}$ | $H L=0005$ | $5=0300$ | $F=0.1 .18$ | 0118' | IEC | B |
|  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $\mathrm{n}^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $1=00$ |  |  |
|  | N | $A=00$ | $\mathrm{EC}=0701$ | TE $=000 \mathrm{~A}$ | $\mathrm{HL}=0005$ | $5=0300$ | $\mathrm{F}=0119$ | 0119' | JF | NX.0.0F |
|  |  | $A^{\prime}=00$ | $E^{\prime}=0000$ | $\mathrm{a}^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  | (010F') |
|  | $N$ | $\mathrm{A}=00$ | EC=0701 | $\square E=000 \mathrm{~A}$ | HL $=0005$ | $5=0300$ | $F=010 \mathrm{~F}$ | O10F' | 5 FL | - |
|  |  | $\mathrm{A}^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $\mathrm{n}^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  |  |
| Z | U C | $A=00$ | $\mathrm{BC}=0700$ | IE $=000 \mathrm{~A}$ | $\mathrm{HL}=0005$ | $5=0300$ | $F=0.11$ | $0111^{\prime}$ | JR | NC:0114 |
|  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $L^{\prime}=0000$ | $\mathrm{H}^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  | (0114) |
| $z$ | $\cup \mathrm{C}$ | $A=00$ | $\mathrm{EC}=0700$ | IE $=000 \mathrm{~A}$ | $\mathrm{HL}=0005$ | $\mathrm{S}=0300$ | $F=0113$ | 0113 | AIM | HL, IE |
|  |  | $A^{\prime}=00$ | $\mathrm{B}^{\prime}=0000$ | $1^{\prime}=0000$ | $\mathrm{H}^{+}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  |  |
| $z$ | v | $\mathrm{A}_{\mathrm{A}}=00$ | $\mathrm{EC}=0700$ | DE $=000 \mathrm{~A}$ | HL $=000 \mathrm{~F}$ | S=0300 | $F=0114$ | 0114' | Sla | E |
|  |  | $A=00$ | $\mathrm{H}^{\prime}=0000$ | $0^{\prime}=0000$ | $\mathrm{H}^{\prime}=0000$ | $x=0000$ | $Y=0000$ | $t=00$ |  |  |
|  | v | $\hat{A}=00$ | $\mathrm{EC}=0700$ | DE=0014 | $\mathrm{HL}=000 \mathrm{~F}$ | $5=0300$ | $\mathrm{P}=0116$ | 0116 | RL. | 1 |
|  |  | $A^{\prime}=00$ | $E^{\prime}=0000$ | $I^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $1=00$ |  |  |
| z | v | $A=00$ | $\mathrm{EC}=0700$ | [ $\mathrm{E}=0014$ | $\mathrm{HL}=000 \mathrm{~F}$ | $\mathrm{S}=0300$ | $F=0118$ | 0118 ${ }^{\prime}$ | UEC | B |
|  |  | $\mathrm{A}^{\prime}=00$ | $\mathrm{B}^{\prime}=0000$ | $\mathrm{H}^{\prime}=0000$ | $\mathrm{H}^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  |  |
|  | N | $A=00$ | $\mathrm{BC}=0600$ | DE=0014 | $\mathrm{HL}=000 \mathrm{~F}$ | $\mathrm{S}=0300$ | $F=0.119$ | 0119' | JF | W7.010F |
|  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $\mathrm{m}^{\prime}=0000$ | $\mathrm{H}^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  | (010F') |
|  | N | A $=00$ | $\mathrm{EC}=0600$ | IE=0014 | $\mathrm{HL}=000 \mathrm{~F}$ | $5=0300$ | $\mathrm{F}=010 \mathrm{~F}$ | O10F' | Sfil | c |
|  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $I \prime=0000$ | $\mathrm{H}^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  |  |
| $z$ | U | $A=00$ | $\mathrm{BC}=0600$ | $\mathrm{IE}=0014$ | $\mathrm{HL}=000 \mathrm{~F}$ | $\mathrm{S}=0300$ | $F=0.11$ | 0111. | JF: | NC.0114 |
|  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | I' $=0000$ | $H^{\prime}=0000$ | $X=0000$ | $y=0000$ | $\mathrm{I}=00$ |  | 10114*) |
| 2 | U | $A=00$ | $\mathrm{FC}=0.0800$ | $\mathrm{DE}=0014$ | $\mathrm{HL}=000 \mathrm{~F}$ | $\mathrm{S}=0300$ | $F=0114$ | 0114. | SLA | $E$ |
|  |  | $A^{\prime}=00$ | $\mathrm{H}^{\prime}=0000$ | $\mathrm{T}^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{T}=00$ |  |  |
|  | $\checkmark$ | $A=00$ | $\mathrm{EC}=0600$ | TE $=0028$ | $\mathrm{HL}=000 \mathrm{~F}$ | $5=0300$ | $F=0116$ | 0116 | FL | $\square$ |
|  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=00000$ | $\mathrm{I}^{\prime}=0000$ | $H^{\prime}=0000$ | $\mathrm{X}=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  |  |
| 2 | U | $\hat{A}=00$ | $\mathrm{EC}=0600$ | IE $=0028$ | HL=000F | S=0300 | $F=0116$ | 0118' | DEE | 8 |
|  |  | $A^{\prime}=00$ | F $\quad=0000$ | $I^{\prime \prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  |  |
|  | N | $A=00$ | $\mathrm{BC}=0500$ | LE $=0028$ | HL $=000 \mathrm{~F}$ | S- $=0.300$ | $F=0.19$ | $0119^{\circ}$ | JF' | NZ.010F |
|  |  | $A^{\prime}=00$ | $\mathrm{B}^{\prime}=0000$ | $\mathrm{H}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $I=00$ |  | (OLOF:) |
|  | N | $A=00$ | $\mathrm{BC}=0500$ | IE=0028 | HL=000F | $5=0300$ | $\mathrm{F}=010 \mathrm{~F}$ | $010 \mathrm{~F}$ | SFiL. | $C$ |
|  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $\left[I^{\prime}=0000\right.$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $I=00$ |  |  |
| $z$ | U | $A=00$ | $\mathrm{EC}=0500$ | IE $=0029$ | $\mathrm{HL}=000 \mathrm{~F}$ | $5=0300$ | $F=0.11$ | 0111 | JFi | NC. 01.14 |
|  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $\mathrm{I}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $1=00$ |  | (0114) |
| z | v | $A=00$ | $\mathrm{EC}=0500$ | HE= $=0029$ | $\mathrm{HL}=000 \mathrm{~F}$ | $\mathrm{S}=0300$ | $F=0114$ | $011.4{ }^{\text {a }}$ | St.a | E |
|  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $\underline{H}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  |  |
|  | $u$ | $\mathrm{A}=00$ | $\mathrm{HC}=0500$ | IE $=0050$ | $\mathrm{HL}_{\mathrm{L}}=000 \mathrm{~F}$ | $5=0300$ | $F=0116$ | 01.15 | RL | 0 |
|  |  | $A^{\prime}=00$ | $E^{\prime}=0000$ | $\mathrm{I}^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=0$ ( |  |  |
| z | $v$ | $A=00$ | $E C=0500$ | IE $=0050$ | $\mathrm{HL}=000 \mathrm{~F}$ | $5=0300$ | $F=0118$ | $0118{ }^{\circ}$ | IEE | 8 |
|  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | I'=0000 | $H^{\prime}=00000$ | $X=0000$ | $Y=0000$ | $t=00$ |  |  |
|  | N | $A=00$ | $\mathrm{EC}=0400$ | DE $=0050$ | $\mathrm{HE}=000 \mathrm{~F}$ | $5=0300$ | $F=0119$ | 0119 | .jF | 42.010F |
|  |  | $A=00$ | $\mathrm{E}^{\prime}=0000$ | I $1=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  | -010F\% |
|  | N | $A=00$ | $\mathrm{BC}=0400$ | DE $=0050$ | $\mathrm{HL}=000 \mathrm{~F}$ | $5=0300$ | $\mathrm{F}=010 \mathrm{~F}$ | 010F- | GRL | C |
|  |  | $A^{\prime}=00$ | $E^{\prime}=0000$ | $\mathrm{I}^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=0$ ) |  |  |

Fig. 3.39: Multiplication: A Complete Trace

| z | 20 | $v$ | $\mathrm{A}=00$ | EC＝$=0400$ | DE＝0050 | HL＝000F | $5=0300$ | $F=0.11$. | 0111． | Jf | NC．0114 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=00000$ | $]^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $\gamma=0000$ | $\underline{1}=00$ |  | （0114＊） |
| 2 | 24 | v | A $=00$ | $\mathrm{BC}=0400$ | 12E＝0050 | HL＝000F | 5＝0300 | $\mathrm{F}=01114$ | 011．4＊ | gla | E |
|  |  |  | $A^{\prime}=00$ | $\mathrm{F}=0000$ | $[1=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  |  |
| 9 |  | v | $A=00$ | EC＝0400 | UE＝0080 | $\mathrm{HL}=000 \mathrm{~F}$ | 9．0300 | $F=0116$ | 0116＇ | RL | 1 |
|  |  |  | $A^{\prime}=00$ | $\mathrm{F}^{\prime}=0000$ | $\mathrm{I}^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $I=00$ |  |  |
| 2 | 2 V | $v$ | $A=00$ | EC＝0400 | $\mathrm{LE}=00 \mathrm{AO}$ | $\mathrm{HL}=000 \mathrm{~F}$ | $\mathrm{S}=0300$ | $F=0.118$ | 0119＇ | DEC | B |
|  |  |  | $\mathrm{A}^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | []$^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\underline{I}=00$ |  |  |
|  |  | N | $\hat{A}=00$ | $\mathrm{EC}=0300$ | LE $=00 \mathrm{AO}$ | HL＝000F | $5=0300$ | $p=0119$ | 0110＇ | JF | NZ YOLOF |
|  |  |  | $A^{\prime}=00$ | $\mathrm{B}^{\prime}=0000$ | $]^{\prime}=0000$ | $\mathrm{H}^{\prime}=0000$ | $x=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  | （0．tor＇） |
|  |  | N | $\mathrm{A}=00$ | $\mathrm{EC}=0300$ | $\underline{\square E=00 A O}$ | $\mathrm{HL}=000 \mathrm{~F}$ | S＝0300 | $\mathrm{F}=0.10 \mathrm{~F}$ | 010F | GRL | ¢ |
|  |  |  | $A^{\prime}=00$ | $\mathrm{F}^{\prime}=0000$ | $\mathrm{a}^{\prime}=0000$ | $\mathrm{H}^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  |  |
|  | 2 V | $v$ | $\mathrm{A}=00$ | EC＝$=0300$ | DE＝OOAO | HL＝000F | $5=0300$ | $\mathrm{F}=0.111$ | 0111． | JF | NC，0114 |
|  |  |  | $A^{\prime}=00$ | B＇＝0000 | $\mathrm{a}^{\prime}=0000$ | $\mathrm{H}^{\prime}=0000$ | $X=0000$ | $\gamma=0000$ | $\mathrm{I}=00$ |  | （0114＇） |
| $z$ | ZV | $v$ | $\mathrm{A}=00$ | BC＝$=0300$ | LE＝00AO | $\mathrm{HL}_{2}=000 \mathrm{~F}$ | $5=0300$ | F＝0t14 | 0114＇ | SL．A | F |
|  |  |  | $A^{\prime}=00$ | $\mathrm{B}^{\prime}=0000$ | $\mathrm{D}^{\prime}=0000$ | $H^{\prime}=0000$ | $x=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  |  |
|  |  | C | $A=00$ | EC＝0300 | LE＝0040 | $\mathrm{HL}=000 \mathrm{~F}$ | S＝0300 | $F=011.6$ | 0116 ${ }^{\text {a }}$ | FLL | 1 |
|  |  |  | $A^{\prime}=00$ | $\mathrm{B}^{\prime}=0000$ | $[1:=0000$ | $H^{\prime}=0000$ | $x=0000$ | $Y=0000$ | $1=00$ |  |  |
|  |  |  | $A=00$ | $\mathrm{BC}=0300$ | LE $=01.40$ | HL $=000 \mathrm{~F}$ | S＝0300 | $F=0118$ | 0118＇ | UEC | F |
|  |  |  | $A^{\prime}=00$ | $\mathrm{B}^{\prime}=00000$ | $\square^{\prime}=0000$ | $H^{\prime}=0000$ | $x=0000$ | $Y=0000$ | $I=00$ |  |  |
|  |  | N | $A=00$ | BC＝$=0200$ | LE＝01．40 | HL $=000 \mathrm{~F}^{-}$ | S－0300 | $\mathrm{F}=0.119$ | 0119 ${ }^{\prime}$ | JF | N2．010F |
|  |  |  | $A^{\prime}=00$ | $\mathrm{H}^{\prime}=0000$ | $\mathrm{I}^{\prime}=0000$ | $H^{\prime}=0000$ | $x=0000$ | $Y=0000$ | $\underline{I}=00$ |  | （010F＇） |
|  |  | $N$ | $A=00$ | aC＝0200 | LE $=01.40$ | $\mathrm{HL}=000 \mathrm{~F}$ | $\mathrm{g}=0.300$ | $\mathrm{F}=0.0 \mathrm{~F}$ | O10F： | SRL |  |
|  |  |  | $A^{\prime}=00$ | $B^{\prime}=0000$ | $\mathrm{I}^{\prime}=0000$ | $\mathrm{H}^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  |  |
| $z$. | z．$v$ | v | $\mathrm{A}=00$ | $\mathrm{BC}=0200$ | IE $=01.40$ | HL＝000F | $\mathrm{S}=0300$ | $F=0111$ | 0111 | JF | NC，OJiA |
|  |  |  | $A^{\prime}=00$ | $\mathrm{B}^{\prime}=0000$ | $\underline{1}=0000$ | $\mathrm{H}^{\prime}=0000$ | $x=0000$ | $Y=0000$ | $1=00$ |  | （0114＊） |
| z | zu | $v$ | $A=00$ | FC＝0200 | $\square E=0.140$ | HL $=000 \mathrm{~F}$ | $5=0300$ | $F=011.4$ | 0114． | SLA | E |
|  |  |  | $A^{\prime}=00$ | $\mathrm{B}^{\prime}=0000$ | $\left[1^{\prime}=0000\right.$ | $\mathrm{H}^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{T}=00$ |  |  |
| 5 |  |  | $\mathrm{A}=00$ | BC＝0200 | DE＝0180 | $\mathrm{HL}=000 \mathrm{~F}$ | $5=0300$ | $F=0116$ | $0116^{\prime}$ | FL | n |
|  |  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $\mathrm{n}^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $I=00$ |  |  |
|  |  |  | $A=00$ | BC＝：0200 | DE $=0280$ | HL＝000F | $5=0300$ | $F=0118$ | 0118 | DEC | B |
|  |  |  | $A^{\prime}=00$ | $\mathrm{F}=0000$ | $\mathrm{I}^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $I=00$ |  |  |
|  |  | $N$ | $A=00$ | $\mathrm{BC}=0.100$ | 口E＝0290 | HL $=000 \mathrm{~F}$ | $5=0300$ | $\mathrm{P}=0119$ | 0119＇ | ． F | $\mathrm{Nz}, 010 \mathrm{~F}$ |
|  |  |  | $A^{\prime}=00$ | $E=0000$ | $\left[1^{\prime}=0000\right.$ | $\mathrm{H}^{\prime}=0000$ | $x=0000$ | $Y=0000$ | $\underline{T}=00$ |  | （0105＇） |
|  |  | N | $\mathrm{A}=00$ | BC＝$=0.100$ | LE $=0280$ | $\mathrm{HL}=000 \mathrm{~F}$ | $5=0300$ | $F=010 \mathrm{~F}$ | 010\％ | SFL | C |
|  |  |  | $\mathrm{A}^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $\mathrm{I}^{\prime}=0000$ | $H^{\prime}=0000$ | $x=0000$ | $Y=0000$ | $1=00$ |  |  |
| z | 2 V | v | $\mathrm{A}=000$ | $\mathrm{BC}=0100$ | 口E＝0280 | $\mathrm{HL}=000 \mathrm{~F}$ | $\mathrm{S}=0300$ | $F=0111$ | 0111． | ． F | NC．011．4 |
|  |  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $[1=0000$ | $H^{\prime}=0000$ | $x=0000$ | $Y=0000$ | $x=00$ |  | $(0.14)$ |
| Z． |  | v | $A=00$ | $\mathrm{BC}=0100$ | ［E＝0280 | $\mathrm{HL}=000 \mathrm{~F}$ | S＝0300 | $F=011.4$ | 0．114＇ | St．A | $E$ |
|  |  |  | $A^{\prime}=00$ | $B^{\prime}=0000$ | []$^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $I=00$ |  |  |
| z | z U | $\checkmark \mathrm{C}$ | $A=00$ | EC＝$=100$ | LE $=0200$ | $\mathrm{HL}=000 \mathrm{~F}$ | $5=0300$ | $F=0116$ | 0116 | FL | r |
|  |  |  | $A^{\prime}=00$ | E＇＝0000 | $\left[1^{\prime}=0000\right.$ | $\mathrm{H}^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $I=00$ |  |  |
|  |  | $v$ | $A=00$ | EC＝0100 | UE＝0500 | $\mathrm{HL}=000 \mathrm{~F}$ | $s=0300$ | $F=0118$ | $0.11 \theta^{\prime}$ | LEC | $\underline{8}$ |
|  |  |  | $A^{\prime}=00$ | $E^{\prime}=0000$ | $\underline{1}=0000$ | $H^{\prime}=0000$ | $x=0000$ | $Y=0000$ | $I=00$ |  |  |
| Z | $z$ | N | $A=00$ | $\mathrm{BC}=0000$ | $\mathrm{DE}=0500$ | $\mathrm{HL}=000 \mathrm{~F}$ | $5=0300$ | $F=0119$ | $0119^{\prime}$ | 粫 | NZ．010F |
|  |  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $\underline{I}=0000$ | $H^{\prime}=0000$ | $x=0000$ | $Y=0000$ | $I=00$ |  | （0．10F＇） |
| Z |  | N | $\mathrm{A}=00$ | ECO＝0000 | LIE＝0500 | $\mathrm{HL}=000 \mathrm{~F}$ | S＝0，300 | $F=011 \mathrm{C}$ | 011．${ }^{\text {c }}$ | LII | $\text { (0204, } \mathrm{HL}$ |
|  |  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $I^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $\mathrm{I}=00$ |  | (0204') |
| $z$ |  | $N$ | $A=00$ | $\mathrm{BC}=0000$ | $\mathrm{ILE}=0500$ | $\mathrm{HL}=000 \mathrm{~F}$ | $5=0300$ | $F=011 \mathrm{~F}$ | 0117 | NOF． |  |
|  |  |  | $A^{\prime}=00$ | $\mathrm{E}^{\prime}=0000$ | $\mathrm{I}^{\prime}=0000$ | $H^{\prime}=0000$ | $X=0000$ | $Y=0000$ | $t=00$ |  |  |

Fig．3．39：Multiplication：A Complete Trace（continued）

## ANSWERS TO EXERCISE 3.18 (MULTIPLICATION):



Fig. 3.40: The Multiplication Program (Hex)

| LABEL | INSTRUCTION | B | C | $\underset{L C A R R Y}{C}$ | D | E | H | L |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MP488 |  | 00 | 00 | 0 | 00 | 00 | 00 | 00 |
|  | LD BC, (0200) | 00 | 03 | 0 | 00 | 00 | 00 | 00 |
|  | LD B, 08 | 08 | 03 | 0 | 00 | 00 | 00 | 00 |
|  | LD DE, (0202) | 08 | 03 | 0 | 00 | 05 | 00 | 00 |
|  | LD D, 00 | 08 | 03 | 0 | 00 | 05 | 00 | 00 |
| MULT | LD HL,0000 | 08 | 03 | 0 | 00 | 05 | 00 | 00 |
|  | SRL C | 08 | 01 | 1 | 00 | 05 | 00 | 00 |
|  | JR NC, 0114 | 08 | 01 | 1 | 00 | 05 | 00 | 00 |
| NOADD | ADD HL, DE | 08 | 01 | 1 | 00 | 05 | 00 | 05 |
|  | SLAE | 08 | 01 | 0 | 00 | OA | 00 | 05 |
|  | RL D | 08 | 01 | 0 | 00 | OA | 00 | 05 |
|  | DEC B | 07 | 01 | 0 | 00 | OA | 00 | 05 |
| MULT | JP NZ, 010 F | 07 | 01 | 0 | 00 | OA | 00 | 05 |
|  | SRLC | 07 | 00 | 1 | 00 | OA | 00 | 05 |
|  | JRNC, 0114 | 07 | 00 | 1 | 00 | OA | 00 | 05 |
| NO ADD | ADD HL, DE | 07 | 00 | 0 | 00 | OA | 00 | OF |
|  | SLA E | 07 | 00 | 0 | 00 | 14 | 00 | OF |
|  | RL D | 07 | 00 | 0 | 00 | 14 | 00 | OF |
|  | DEC B | 06 | 00 | 0 | 00 | 14 | 00 | OF |
|  | JP NZ, 010F | 06 | 00 | 0 | 00 | 14 | 00 | OF |

Fig. 3.41: Two Iterations Through the Loop

## 4

## THE $\mathbb{Z 8 0}$ INSTRUCTION SET

## INTRODUCTION

This chapter will first analyze the various classes of instructions which should be available in a general-purpose computer. It will then analyze one by one all of the instructions available for the Z80, and explain in detail their purpose and the manner in which they affect flags or can be used in conjunction with various addressing modes. A detailed discussion of addressing techniques will be presented in Chapter 5.

## CLASSES OF INSTRUCTIONS

Instructions may be classified in many ways, and there is no standard. We will here distinguish five main categories of instructions:

1-data transfers
2-data processing
3-test and branch
4-input/output
5-control
Let us now examine each of these classes of instructions in turn.

## Data Transfers

Data transfer instructions will transfer data between registers, or between a register and memory, or between a register and an input/output device. Specialized transfer instructions may exist for registers which play a specific role. For example, push and pop operations are provided for efficient stack operation. They will move a word of
data between the top of the stack and the accumulator in a single instruction, while automatically updating the stack-pointer register.

## Data Processing

Data processing instructions fall into five general categories:
1 -arithmetic operations (such as plus/minus)
2 -bit manipulation (set and reset)
3 -increment and decrement
4-logical operations (such as AND, OR, exclusive OR)
5-skew and shift operations (such as shift, rotate)
It should be noted that, for efficient data processing, it is desirable to have powerful arithmetic instructions, such as multiply and divide. Unfortunately, they are not available on most microprocessors. It is also desirable to have powerful shift and skew instructions, such as shift $n$ bits, or a nibble exchange, where the right half and the left half of the byte are exchanged. These are also usually unavailable on most microprocessors.

Before examining the actual Z 80 instructions, let us recall the difference between a shift and a rotation. The shift will move the contents of a register or a memory location by one bit location to the left or to the right. The bit falling out of the register will go into the carry bit. The bit coming in on the other side will be a ' 0 ', except in the case of an "arithmetic shift right," where the MSB will be duplicated.

In the case of a rotation, the bit coming out still goes in the carry. However, the bit coming in is the previous value which was in the carry bit. This corresponds to a 9 -bit rotation. It is often desirable to have a true 8 -bit rotation where the bit coming in on one side is the one falling from the other side. This is not provided on most microprocessors but is available on the Z 80 (see Figure 4.1).

Finally, when shifting a word to the right, it is convenient to have one more type of shift, called a sign extension or an "arithmetic shift right." When doing operations on two's complement numbers, particularly when implementing floating-point routines, it is often necessary to shift a negative number to the right. When shifting a two's complement number to the right, the bit which must come in on the left side should be a " 1 "' (the sign should get repeated as many times as needed by the successive shifts). This is the arithmetic shift right.


Fig. 4.1: Shift and Rotate

## Test and Jump

The test instructions will test bits in the specified register for " 0 " or " 1 ", or combinations. At a minimum, it must be possible to test the flags register. It is, therefore, desirable to have as many flags as possible in this register. In addition, it is convenient to be able to test for combinations of such bits with a single instruction. Finally, it is desirable to be able to test any bit position in any register, and to test the value of a register compared to the value of any other register (greater than, less than, equal). Microprocessor test instructions are usually limited to testing single bits of the flags register. The Z80, however, offers better facilities than most.

The jump instructions that may be available generally fall into three categories:

1-the jump, which specifies a full 16-bit address
2 -the relative jump, which often is restricted to an 8 -bit displacement field
3-the call, which is used with subroutines

It is convenient to have two- or even three-way jumps, depending, for example, on whether the result of a comparison is "greater than," "less than," or "equal." It is also convenient to have skip operations, which will jump forward or backwards by a few instructions. However, a "skip" is equivalent to a "jump." Finally, in most loops, there is usually a decrement or increment operation at the end, followed by a test-and-branch. The availability of a single-instruction increment/ decrement plus test-and-branch is, therefore, a significant advantage for efficient loop implementation. This is not available in most microprocessors. Only simple branches, combined with simple tests, are available. This, naturally, complicates programming and reduces efficiency. In the case of the Z80, a "decrement and jump'" instruction is available. However, it only tests a specific register (B) for zero.

## Input/Output

Input/output instructions are specialized instructions for the handling of input/output devices. In practice, a majority of the 8 -bit microprocessors use memory-mapped $/ / O$ : input/output devices are connected to the address bus just like memory chips, and addressed as such. They appear to the programmer as memory locations. All memory-type operations normally require 3 bytes and are, therefore, slow. For efficient input/output handling in such an environment, it is desirable to have a short addressing mechanism available so that I/O devices whose handling speed is crucial may reside in page 0 . However, if page 0 addressing is available, it is usually used for RAM memory, which prevents its effective use for input/output devices. The Z80, like the 8080 , is equipped with specialized I/O instructions. As a result, in the case of the Z80, the designer may use either method: input/output devices may be addressed as memory devices, or else as input/output devices, using the I/O instructions.

They will be described later in this chapter.

## Control Instructions

Control instructions supply synchronization signals and may suspend or interrupt a program. They can also function as a break or a simulated interrupt. (Interrupts will be described in Chapter 6 on Input/Output Techniques.)

## THE Z80 INSTRUCTION SET

## Introduction

The $Z 80$ microprocessor was designed to be a replacement for the 8080, and to offer additional capabilities. As a result of this design philosophy, the Z 80 offers all the instructions of the 8080 , plus additional instructions. In view of the limited number of bits available in an 8 -bit opcode, one may wonder how the designers of the Z 80 succeeded in implementing many additional ones. They did so by using a few unused 8080 opcodes and by adding an additional byte to the opcode for indexed operations. This is why some of the $Z 80$ instructions occupy up to five bytes in the memory.

It is important to remember that any program can be written in many different ways. A thorough knowledge and understanding of the instruction set is indispensable for achieving efficient programming. However, when learning how to program, it is not essential to write optimized programs. During a first reading of this chapter, it is therefore unimportant to remember all the various instructions. It is important to remember the categories of instructions and to study typical examples. Then, when writing programs, the reader should consult the Z 80 instruction-set description, and select the instructions best suited to his needs. The various instructions of the Z 80 will therefore be reviewed in this section with the intent of simplifying them and grouping them in logical categories. The reader interested in exploring the capabilities of the various instructions is referred to the individual descriptions of the instructions.

We will now examine the capabilities provided by the Z 80 in terms of the five classes of instructions which have been defined at the beginning of this chapter.

## Data Transfer Instructions

Data transfer instructions on the Z 80 may be classified in four categories: 8-bit transfers, 16-bit transfers, stack operations, and block transfers. Let us examine them.

## Eight-Bit Data Transfers

All eight-bit data transfers are accomplished by load instructions. The format is:

LD destination, source

For example, the accumulator A may be loaded from register B by using the instructions:

LD B, A
Direct transfers may be accomplished between any two of the working registers (ABCDEHL).

In order to load any of the working registers, except for the accumulator, from a memory location, the address of this memory location must first be loaded into any register pair, such as registers H and L .

For example, in order to load register C from memory location 1234, register H and L will first have to be loaded with the value " 1234 ". (A load instruction operating on 16 bits will be used. This is described in the following section.)

Then, the instruction LD C, (HL) will be used and will accomplish the desired result.

The accumulator is an exception. It can be loaded directly from any specified memory location. This is called the extended addressing mode. For example, in order to load the accumulator with the contents of memory location 1234, the following instruction will be used:

> LD A, (1234H) (Note the use of "()" to denote "contents of.")

The instruction will be stored in the memory as follows:

$$
\begin{array}{lll}
\text { address } & \text { PC }: 3 \mathrm{~A} & \text { (opcode) } \\
& \mathrm{PC}+1: 34 & \text { (low order half of the address) } \\
& \mathrm{PC}+2: 12 & \text { (high order half of the address) }
\end{array}
$$

Note that the address is stored in "reverse order" in the instruction itself:

| 3A | low addr | high addr |
| :--- | :--- | :--- |

All the working registers may also be loaded with any specified eight-bit value, or "literal," contained in the second byte of the instruction (this is called immediate addressing). An example is:

LD E, 12H
which loads register E with the value 12 hexadecimal.
In the memory, the instruction appears as:

$$
\begin{array}{rlr}
\text { PC: } 1 \mathrm{E} & & \text { (opcode) } \\
\text { PC }+1: 12 & & \text { (literal operand) }
\end{array}
$$

As a result of this instruction, the immediate operand, or literal value will be contained in register E .

The indexed addressing mode is also available for loading register contents, and will be fully described in the next chapter on addressing techniques. Other miscellaneous possibilities exist for loading specific registers, and a table listing all the possibilities is shown in Figure 4.2 ( tables supplied by Zilog, Inc.). The grey areas show instructions common with the 8080A.


# 8 BIT LOAD GROUP <br> 'LD' 

TABLE 5.3-1
Fig. 4.2: Eight-Bit Load Group-'LD'

## 16-Bit Data Transfers

Basically, any of the 16 -bit register pairs, BC, DE, HL, SP, IX, IY, may be loaded with a literal 16 -bit operand, or from a specified memory address (extended addressing), or from the top of the stack, i.e., from the address contained in IP. Conversely, the contents of these
register pairs may be stored in the same manner at a specified memory address or on top of the stack. Additionally, the SP register may be loaded from HL, IX, and IY. This facilitates creating multiple stacks. The register pair AF may also be pushed on top of the stack.

The table listing all the possibilities is shown in Figure 4.3. The stack push and pop operations are included as parts of the 16 -bit data transfers. All stack operations transfer the contents of a register pair to or from the stack. Note that there are no single push and pop instructions for saving individual eight-bit registers.


Fig. 4.3: 16-Bit Load Group--'LD', 'PUSH' and 'POP'

A double-byte push or pop is always executed on a register pair: AF, BC, DE, HL, IX, IY (see the bottom row and right-most column in Figure: 4.3).

When operating on $\mathrm{AF}, \mathrm{BC}, \mathrm{DE}, \mathrm{HL}$, a single-byte is required for the instruction, resulting in good efficiency. For example, assume that the
stack pointer SP contains the value " 0100 ". The following instruction is executed:

## PUSH AF

When pushing the contents of the register pair on the stack, the stack pointer SP is first decremented, then the contents of register A are deposited on top of the stack. Then the SP is decremented again, and the contents of F are deposited on the stack. At the end of the stack transfer, SP points to the top element of the stack, which in our example is the value of F .

It is important to remember that, in the case of the Z80, the SP points to the top of the stack and the SP is decremented whenever a register pair is pushed. Other conventions are often used in other processors, and this may be a source of confusion.

The effect of this instruction is illustrated by the following diagram:

|  |  |  | IMPLIED AD | ESS |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | AF' | BC', DE \& HL' | HL | IX | IY |
| IMPLIED | AF | 08 |  |  |  |  |
|  | BC. <br> DE <br>  <br> HL |  | D9 |  |  |  |
|  | DE |  |  | EB |  |  |
| REG. INDIR. | (SP) |  |  | E3. | $\begin{aligned} & \text { DD } \\ & \text { E3 } \end{aligned}$ | $\begin{aligned} & \text { FD } \\ & \text { E3 } \end{aligned}$ |

Fig. 4.4: Exchanges 'EX' and 'EXX'

## Exchange Instructions

Additionally, a specialized mnemonic EX has been reserved for exchange operations. EX is not a simple data transfer, but a dual data transfer. It actually changes the contents of two specified locations. EX
may be used to exchange the top of the stack with HL, IX, IY and also to swap the contents of DE and HL and AF and AF' (remember that AF' stands for the other AF register pair available in the Z80).

Finally, a special EXX instruction is available to exchange the contents of $\mathrm{BC}, \mathrm{DE}, \mathrm{HL}$ with the contents of the corresponding registers in the second register bank of the Z 80 .

The possible exchanges are summarized in Figure 4.4.


Fig. 4.5: Block Transfer Group

## Block Transfer Instructions

Block transfer instructions are instructions which will result in the transfer of a block of data rather than a single or double byte. Block transfer instructions are more complex for the manufacturer to implement than most instructions and are usually not provided on microprocessors. They are convenient for programming, and may improve the
performance of a program, especially during input/output operation. Their use and advantages will be demonstrated throughout this book. Some automatic block transfer instructions are available in the case of the Z80. They use specific conventions.

All block transfer instructions require the use of three pairs of registers: $\mathrm{BC}, \mathrm{DE}, \mathrm{HL}$ :

BC is used as a 16 -bit counter. This means that up to $2^{16}=64 \mathrm{~K}$ bytes may be moved automatically. HL is used as the source pointer. It may point anywhere in the memory. DE is used as the destination pointer and may point anywhere in the memory.

Four block transfer instructions are provided:
LDD, LDDR, LDI, LDIR
All of them decrement the counter register BC with each transfer. Two of them decrement the pointer registers DE and HL, LDD and LDDR, while the two others increment DE and HL, LDI and LDIR. For each of these two groups of instructions, the letter $R$ at the end of the mnemonic indicates an automatic repeat. Let us examine these instructions.

LDI stands for "load and increment." It transfers one byte from the memory location pointed to by H and L to the destination in the memory pointed to by D and E. It also decrements BC. It will automatically increment H and L and D and E so that all register pairs are properly conditioned to perform the next byte transfer whenever required.

LDIR stands for "load increment and repeat," i.e., execute LDI repeatedly until the counter registers BC reach the value " 0 ". It is used to move a continuous block of data automatically from one memory area to another.

LDD and LDDR operate in the same way except that the address pointer is decremented rather than incremented. The transfer therefore starts at the highest address in the block instead of the lowest. The effect of the four instructions is summarized in Figure 4.5.

Similar automated instructions are available for CP (compare) and are summarized in Figure 4.6.

## Data Processing Instructions

## Arithmetic

Two main arithmetic operations are provided: addition and subtraction. They have been used extensively in the previous chapter. There are two types of addition, with and without carry, ADD and ADC respec-

| SEARCH LOCATION |  |
| :---: | :---: |
| REG. INDIR. |  |
| (HL) |  |
| $\begin{aligned} & E D \\ & A 1 \end{aligned}$ | 'CP1' <br> Inc HL. Dec BC |
| $\begin{aligned} & E D \\ & B 1 \end{aligned}$ | 'CPIR', inc HL Dec BC repeat until $\mathrm{BC}=0$ or find match |
| $\begin{aligned} & \text { ED } \\ & \text { A9 } \end{aligned}$ | 'CPD'Dec HL \& BC |
| $\begin{aligned} & \text { ED. } \\ & \text { Bg } \end{aligned}$ | 'CPDR' Dac HL \& BC <br> Repest until $\mathrm{BC}=0$ or find match |
| HL ponts to lacation in memory to be compared with accumulator contents |  |
| $B C$ is byt | counter |

Fig. 4.6: Block Search Group
tively. Similarly, two types of subtraction are provided with and without carry. They are SUB and SBC.

Additionally, three special instructions are provided: DAA, CPL, and NEG. The Decimal Adjust Accumulator instruction DAA has been used to implement BCD operations. It is normally used for each BCD add or subtract. Two complementation instructions also are available. CPL will compute the one's complement of the accumulator, and NEG will negate the accumulator into its complement format (two's complement).

All the previous instructions operate on eight-bit data. 16-bit operations are more restricted. ADD, ADC, and SBC are available on specific registers, as described in Figure 4.8.

Finally, increment and decrement instructions are available which operate on all the registers, both in an eight-bit and a 16 -bit format. They are listed in Figure 4.7 (eight-bit operations) and 4.8 ( 16 -bit operations).

SOURCE

|  | REGISTER ADDRESSING |  |  |  |  |  |  | REG. <br> INDIR. <br> (HL) | Indexed |  | IMmed. <br> $n$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | B | c | D | E | H | 1 |  | $(1 X+d)$ | (1Y+d) |  |
| 'ADD' | 87 | 80 | 81 | 82 | 83 | 84 | 85 | 86 | $\begin{aligned} & \text { DD } \\ & 86 \\ & d \end{aligned}$ | $\begin{array}{\|l\|} \hline F D \\ 86 \\ \hline 0 \end{array}$ | $\mathrm{co}$ |
| $\begin{aligned} & \text { ADD } w \text { CARRY } \\ & { }^{\prime} A D C^{\prime} \end{aligned}$ | BF | 88 | 89 | 88 | 88 | BC | 8 D | 8 E | $\begin{aligned} & 0 D \\ & 8 E \\ & \mathrm{~d} \end{aligned}$ | $\begin{aligned} & F D \\ & 8 E \\ & d \end{aligned}$ | $\mathrm{CE}$ |
| SUBTRACT 'SUB' | 87 | 90 | 91 | 92 | 83 | 94 | 85 | 86 | $\begin{aligned} & 00 \\ & 96 \\ & d \end{aligned}$ | $\begin{aligned} & \text { Fo } \\ & 96 \\ & d \end{aligned}$ | D6 |
| SUB w CARRY 'SBC' | 9 F | 88 | 99 | 9A. | 98 | 8C | 90 | 95 | $\begin{aligned} & D D \\ & 9 E \\ & d \end{aligned}$ | $\begin{aligned} & \mathrm{FD} \\ & 9 E \\ & \mathrm{dE} \\ & \hline \end{aligned}$ | DE <br> $n$ |
| 'AND' | A7 | AO. | A1 | $A_{2}$ | A3 | A4 | As | A6 | $\begin{aligned} & \text { DD } \\ & \text { A6 } \\ & d \end{aligned}$ | $\begin{array}{l\|} \hline \text { FD } \\ \text { AG } \\ d \end{array}$ | E6 |
| 'XOR' | AF | A8 | AO | AA | AB | AC | AD | AE | $\begin{aligned} & D D \\ & A E \\ & d \end{aligned}$ | $\begin{aligned} & F D \\ & A E \\ & d \\ & d \end{aligned}$ | EE |
| 'OR' | 日7 | B0 | 81 | B2 | B3 | B4 | B5 | 86 | $\begin{aligned} & \text { DD } \\ & \text { B6 } \\ & \mathrm{d} \end{aligned}$ | $\begin{aligned} & \text { FD } \\ & \text { B6 } \\ & \mathrm{d} \end{aligned}$ | $\begin{aligned} & \mathrm{F} \\ & \mathrm{n} \end{aligned}$ |
| COMPARE 'CP' | BF | B8. | 89 | BA | 88 | BC | 8 B | 8E | $\begin{aligned} & D D \\ & B E \\ & d \end{aligned}$ | $\begin{aligned} & \mathrm{FD} \\ & \mathrm{BE} \\ & \mathrm{~d} \end{aligned}$ | FE |
| $\begin{gathered} \text { INCREMENT } \\ \text { INC } \end{gathered}$ | 36 | 04. | oc | 14. | 16 | 24 | 2 C | 34 | $\begin{aligned} & \text { DD } \\ & 34 \\ & d \end{aligned}$ | $\begin{aligned} & \mathrm{FD} \\ & 34 \\ & \mathrm{~d} \end{aligned}$ |  |
| DECREMENT 'DEC' | 30 | 05 |  | $15$ |  | 25 | $2 D$ | $36$ | $\begin{aligned} & 00 \\ & 35 \\ & \mathrm{~d} \end{aligned}$ | $\begin{aligned} & \text { FD } \\ & 35 \\ & \mathrm{~d} \end{aligned}$ |  |

Fig. 4.7: Eight-Bit Arithmetic and Logic

Note that, in general, all arithmetic operations modify some of the flags. Their effect is fully described in the Appendix at the end of this book. However, it is important to note that the INC and DEC instructions which operate on register pairs do not modify any of the flags. This detail is important to keep in mind. This means that if you increment or decrement one of the register pairs to the value ' 0 ', the Z -bit in the flags register F will not be set. The value of the register must be explicitly tested for the value " 0 " in the program.

Also, it is important to remember that the instructions ADC and SBC always affect all the flags. This does not mean that all the flags will necessarily be different after their execution. However, they might.

|  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | BC | DE | HL | SP | IX | IY |
|  | 'ADD' | HL | 09 | 19 | 29 | 39 |  |  |
|  |  | IX | $\begin{aligned} & \text { DD } \\ & 09 \end{aligned}$ | $\begin{aligned} & \text { DD } \\ & 19 \end{aligned}$ |  | $\begin{aligned} & \text { DD } \\ & 39 \end{aligned}$ | $\begin{aligned} & \text { DD } \\ & 29 \end{aligned}$ |  |
|  |  | IY | $\begin{aligned} & \text { FD } \\ & 09 \end{aligned}$ | $\begin{aligned} & \text { FD } \\ & 19 \end{aligned}$ |  | $\begin{aligned} & \text { FD } \\ & 39 \end{aligned}$ |  | $\begin{aligned} & \text { FD } \\ & 29 \end{aligned}$ |
|  | ADD WITH CARRY AND SET FLAGS 'ADC' | HL. | $\begin{aligned} & E D \\ & 4 A \end{aligned}$ | $\begin{aligned} & \text { ED } \\ & 5 A \end{aligned}$ | $\begin{aligned} & E D \\ & 6 A \end{aligned}$ | $\begin{aligned} & \text { ED } \\ & 7 A \end{aligned}$ |  |  |
|  | SUB WITH CARRY AND SET FLAGS 'SBC' | HL | $\begin{aligned} & \text { ED } \\ & 42 \end{aligned}$ | $\begin{aligned} & E D \\ & 52 \end{aligned}$ | $\begin{aligned} & \text { ED } \\ & 62 \end{aligned}$ | $\begin{aligned} & \text { ED } \\ & 72 \end{aligned}$ |  |  |
|  | INCREMENT 'INC' |  | 03 | 13 | 23 | 33 | $\begin{aligned} & \text { DD } \\ & 23 \end{aligned}$ | $\begin{aligned} & \text { FD } \\ & 23 \end{aligned}$ |
|  | DECREMENT 'DEC' |  | OB | 18 | 2B | 3 B | $\begin{aligned} & \mathrm{DD} \\ & 2 \mathrm{~B} \end{aligned}$ | FD |

Fig. 4.8: Sixteen-Bit Arithmetic and Logic

## Logical

Three logical operations are provided: AND, OR (inclusive) and XOR (exclusive), plus a comparison instruction CP. They all operate exclusively on eight-bit data. Let us examine them in turn. (A table listing all the possibilities and operation codes for these instructions is part of Figure 4.7.)

AND
Each logical operation is characterized by a truth table, which expresses the logical value of the result in function of the inputs. The truth table for AND appears below:

| 0 AND $0=0$ | AND | 0 | 1 |
| :---: | :---: | :---: | :---: |
| $0 \text { AND } 1=0$ | 0 | 0 | 0 |
| 1 AND $1=1$ | 1 | 0 | 1 |

The AND operation is characterized by the fact that the output is " 1 '" only if both inputs are ' 1 '". In other words, if one of the inputs is ' 0 ", it is guaranteed that the result is " 0 ". This feature is used to zero a bit position in a word. This is called "masking."

One of the important uses of the AND instruction is to clear or "mask out'" one or more specified bit positions in a word. Assume for example that we want to zero the right-most four-bit positions in a word. This will be performed by the following program:

| LD | A, WORD | WORD CONTAINS '10101010' |
| ---: | :--- | :--- |
| AND | 11110000 B | ' 11110000 ' IS MASK |

Let us assume that WORD is equal to ' 10101010 '. The result of this program is to leave the value ' 10101010 ' in the accumulator. " B " is used to indicate a binary value.

Exercise 4.1: Write a three-line program which will zero bits 1 and 6 of WORD.

Exercise 4.2: What happens with a MASK = '11111111'?

## OR

This instruction is the inclusive OR operation. It is characterized by the following truth table:
O OR 0 $=0$
O OR $1=1$
1 OR 0 $=1$

1 OR $1=1$$\quad$ or $\quad$\begin{tabular}{|c|c|c|}
\cline { 2 - 3 }

$\quad$

\hline 0 \& 0 <br>
\hline 1 \& 1 <br>
\hline
\end{tabular}

The logical OR is characterized by the fact that if one of the operands is " 1 ", then the result is always " 1 ". The obvious use of OR is to set any bit in a word to " 1 ".

Let us set the right-most four bits of WORD to I's. The program is:
LD A, WORD
OR A, 00001111B

Let us assume that WORD did contain ' 10101010 '. The final value of the accumulator will be '10101111'.

Exercise 4.3: What would happen if we were to use the instruction ORA, 10101111 B ?

Exercise 4.4: What is the effect of ORing with ' $F F$ '' hexadecimal?
XOR
XOR stands for "exclusive OR." The exclusive OR differs from the inclusive OR that we have just described in one respect: the result is ' 0 " only if one, and only one, of the operands is equal to " 1 '. If both operands are equal to " 1 ", the normal OR would give a " 1 "' result. The exclusive OR gives a ' 0 " result. The truth table is:

$$
\begin{aligned}
& 0 \text { XOR } 0=0 \\
& 0 \text { XOR } 1=1 \\
& 1 \text { XOR } 0=1 \\
& 1 \text { XOR } 1=0
\end{aligned}
$$

| XOR | 0 | 1 |
| :---: | :---: | :---: |
| 0 | 0 | 1 |
| 1 | 1 | 0 |

The exclusive OR is used for comparisons. If any bit is different, the exclusive OR of two words will be non-zero. In addition, in the case of the Z80, the exclusive OR may be used to complement a word, since there is no complement instruction on anything but the accumulator. This is done by performing the XOR of a word with all ones. The program appears below:

## LD A, WORD

XOR r, 11111111B
where " $r$ "' designates the register.
Let us assume that WORD contained " 10101010 ". The final value of the register will be "01010101". You can verify that this is the complement of the original value.

XOR can be used to advantage as a "bit toggle."
Exercise 4.5: What is the effect of XOR using a register with '00" hexadecimal?

## Skew Operations (Shift and Rotate)

Let us first differentiate between the shift and the rotate operations, which are illustrated in Figure 4.9. In a shift operation, the contents of
the register are shifted to the left or to the right by one bit position. The bit which falls out of the register goes into the carry bit C , and the bit which comes in is zero. This was explained in the previous section.


Fig. 4.9: Shift and Rotate

One exception exists: it is the shift-right-arithmetic. When performing operations on negative numbers in the two's complement format, the left-most bit is the sign bit. In the case of negative numbers it is " 1 ". When dividing a negative number by " 2 " by shifting it to the right, it should remain negative, i.e., the left-most bit should remain a " 1 ". This is performed automatically by the SRA instruction or Shift Right Arithmetic. In this arithmetic shift right, the bit which comes in on the left is identical to the sign bit. It is " 0 " if the left-most bit was a " 0 ", and " 1 " if the left-most bit was a " 1 ". This is illustrated on the right of Figure 4.10 , which shows all the possible shift and rotate operations.

## Rotations

A rotation differs from a shift by the fact that the bit coming into the register is the one which will fall from either the other end of the register or the carry bit. Two types of rotations are supplied in the case of the Z 80 : an eight-bit rotation and a nine-bit rotation.

The nine-bit rotation is illustrated in Figure 4.11. For example, in the case of a right rotation, the eight bits of the register are shifted right by one bit position. The bit which falls off the right part of the register goes, as usual, into the carry bit. At this time the bit which comes in on the left end of the register is the previous value of the carry bit (before it is overwritten with the bit falling out.) In mathematics this is called a nine-bit rotation since the eight bits of the register plus the ninth bit (the
carry bit) are rotated to the right by one bit position. Conversely, the left rotation accomplishes the same result in the opposite direction.


Fig. 4.10: Rotates and Shifts


Fig. 4.11: Nine-Bit Rotation

The eight-bit rotation operates in a similar way. Bit 0 is copied into bit seven, or else bit seven is copied into bit 0 , depending on the direction of the rotation. In addition, the bit coming out of the register is also copied in the carry bit. This is illustrated by Figure 4.12.


Fig. 4.12: Eight-Bit Rotation

## Special Digit Instructions

Two special digit-rotate instructions are provided to facilitate BCD arithmetic. The result is a four-bit rotation between two digits contained in the memory location pointed to by the HL registers and one digit in the lower half of the accumulator. This is illustrated by Figure 4.13.


Fig. 4.13: Digit Rotate Instructions

## Bit Manipulation

It has been shown above how the logical operations may be used to set or reset bits or groups of bits in specific registers. However, it is convenient to set or reset any bit in any register or memory location with a single instruction. This facility requires a considerable number of opcodes and is therefore usually not provided on most microprocessors. However, the $Z 80$ is equipped with extensive bit-manipulation facilities. They are shown in Figure 4.14. This table also includes the test instructions which will be described only in the next section.
Two special instructions are also available for operating on the carry flag. They are CCF (Complement Carry Flag) and SCF (Set Carry Flag). They are shown in Figure 4.15.

## Test and Jump

Since testing operations rely heavily on the use of the flags register, we will here describe in detail the role of each of the flags. The contents of the flags register appear in Figure 4.16.

| BIT |  | hegister addressing |  |  |  |  |  |  | REG. INDIA. | INDEXED |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A | 8 | c | D | E | H | L | (HL) | $(1 x+d)$ | $\\| Y+d \mid$ |
| $\begin{aligned} & \text { TEST' } \\ & \text { 'BIT' } \end{aligned}$ | 0 | $\begin{aligned} & \text { CB } \\ & 47 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 40 \end{aligned}$ | ${ }_{41}$ | $\mathrm{CB}_{42}$ | $\begin{aligned} & C B \\ & 43 \end{aligned}$ | CB 44 | C8 45 | $\begin{aligned} & \mathrm{CB} \\ & 46 \end{aligned}$ | $\begin{aligned} & \text { DO } \\ & c 8 \\ & d \\ & 46 \end{aligned}$ | FD <br> CB <br> 86 <br> 46 |
|  | 1 | $\begin{aligned} & C B \\ & 4 F \end{aligned}$ | $\begin{gathered} \mathrm{CB} \\ 48 \end{gathered}$ | $\begin{aligned} & \mathrm{CB} \\ & 49 \end{aligned}$ | $\begin{aligned} & C B \\ & 4 A \end{aligned}$ | $\begin{aligned} & C 8 \\ & 48 \end{aligned}$ | CB 46 | CB 40 | $\begin{aligned} & \mathrm{Cg} \\ & \mathbf{4 E} \end{aligned}$ | $\begin{aligned} & \mathrm{DD} \\ & \mathrm{CB} \\ & \mathrm{~d} \\ & 4 \mathrm{E} \end{aligned}$ | FD CB di 4 E |
|  | 2 | $\begin{aligned} & C 8 \\ & 57 \end{aligned}$ | $\begin{aligned} & \mathrm{CE} \\ & 50 \end{aligned}$ | $\begin{gathered} \mathrm{CB} \\ 51 \end{gathered}$ | $\begin{aligned} & \mathrm{CB} \\ & 5 ? \end{aligned}$ | $\begin{aligned} & \text { C8 } \\ & 53 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 54 \end{aligned}$ | Cs 55 | $\begin{aligned} & \mathrm{CB} \\ & 56 \end{aligned}$ | $\begin{aligned} & \text { DO } \\ & \text { CB } \\ & 56 \\ & 56 \end{aligned}$ | $\begin{aligned} & F D \\ & C B \\ & d \\ & 56 \end{aligned}$ |
|  | 3 | ${ }_{58}^{\mathrm{CB}}$ | $\begin{aligned} & \mathrm{CB} \\ & 58 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 59 \end{aligned}$ | $\begin{aligned} & C B \\ & 5 A \end{aligned}$ | $\begin{aligned} & C B \\ & 5 B \end{aligned}$ | CB 56 | C8 50 | C8 <br> 58 | $\begin{aligned} & \mathrm{DD} \\ & \mathrm{CB} \\ & \mathrm{~d} \\ & \mathrm{SE} \end{aligned}$ | FO Cg ¢ 5 |
|  | 4 | $\begin{aligned} & C B \\ & 67 \\ & \hline \end{aligned}$ | $\begin{aligned} & C 8 \\ & 60 \end{aligned}$ | $\begin{gathered} C B \\ 61 \end{gathered}$ | $\begin{aligned} & \text { CB } \\ & 62 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 63 \end{aligned}$ | CB | CB 65 | $\begin{aligned} & \mathrm{CB} \\ & 66 \end{aligned}$ | $\begin{aligned} & \mathrm{DD} \\ & \mathrm{CB} \\ & \mathrm{~d} \\ & \mathrm{~Eb} \end{aligned}$ | $\begin{aligned} & \text { F0 } \\ & c 8 \\ & 66 \\ & 66 \end{aligned}$ |
|  | 5 | $\begin{gathered} \mathrm{CB} \\ 6 \mathrm{~F} \end{gathered}$ | $\begin{aligned} & \mathrm{CB} \\ & 68 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 69 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 6 \mathrm{~A} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 6 \mathrm{~B} \end{aligned}$ | $\begin{aligned} & \text { CB } \\ & 6 C \end{aligned}$ | $\begin{aligned} & \text { CB } \\ & \text { 6D } \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 6 \mathrm{E} \end{aligned}$ | $\begin{aligned} & \mathrm{DO} \\ & \mathrm{CB} \\ & \mathrm{~d} \\ & \mathrm{GE} \end{aligned}$ | F9 C9 d 68 |
|  | 6 | $\begin{aligned} & C 8 \\ & 77 \end{aligned}$ | $\begin{gathered} \mathrm{CB} \\ 70 \end{gathered}$ | $\begin{aligned} & \mathrm{CB} \\ & 71 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 72 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 73 \end{aligned}$ | C8 | 68 75 | $\begin{gathered} C B \\ 76 \end{gathered}$ | $\begin{aligned} & \text { Do } \\ & \text { CB } \\ & 9 \\ & 76 \end{aligned}$ | $\begin{aligned} & \text { FO } \\ & \text { cB } \\ & 76 \end{aligned}$ |
|  | 7 | $\begin{gathered} C B \\ 7 F \end{gathered}$ | $\begin{aligned} & \mathrm{CB} \\ & 78 \end{aligned}$ | $\begin{gathered} \text { CB } \\ \hline 9 \end{gathered}$ | ${ }_{78}^{\mathrm{CB}}$ | $\begin{aligned} & \mathrm{CB} \\ & 7 \mathrm{~B} \end{aligned}$ | ${ }_{78}^{\mathrm{CE}}$ | $\begin{aligned} & \mathrm{CB} \\ & 7 \mathrm{D} \end{aligned}$ | $\begin{gathered} C B \\ 7 E \end{gathered}$ | $\begin{aligned} & \mathrm{po} \\ & \mathrm{cB} \\ & \mathrm{dE} \end{aligned}$ | FD <br> C08 <br> d <br> 7 E <br> 8 |
| $\begin{aligned} & \text { RESET } \\ & \text { BIT } \\ & \text { 'RES' } \end{aligned}$ | 0 | $\begin{aligned} & \text { CB } \\ & 87 \end{aligned}$ | $\begin{aligned} & \text { CB } \\ & 80 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 81 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 82 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 83 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \text { B4 } \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 85 \end{aligned}$ | $\begin{aligned} & C B \\ & B 6 \end{aligned}$ | $\begin{aligned} & \text { DD } \\ & \mathrm{CB} \\ & \mathrm{~g} \end{aligned}$ | $\begin{aligned} & \mathrm{FO} \\ & \mathrm{CB} \\ & \mathrm{~d} \\ & 86 \end{aligned}$ |
|  | 1 | $\begin{aligned} & \mathrm{CB} \\ & 8 \mathrm{~F} \end{aligned}$ | $\begin{aligned} & \text { CB } \\ & \text { BB } \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 89 \end{aligned}$ | $\begin{aligned} & C B \\ & B A \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 88 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 8 \mathrm{C} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 8 \mathrm{D} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{BE} \end{aligned}$ | $\begin{aligned} & \mathrm{DO} \\ & \mathrm{CB} \\ & \mathrm{~d} \\ & \mathrm{BE} \end{aligned}$ | $\begin{aligned} & \mathrm{FD} \\ & \mathrm{CB} \\ & \mathrm{~g} \mathrm{E} \end{aligned}$ |
|  | 2 | $\begin{aligned} & \mathrm{CB} \\ & 97 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 90 \end{aligned}$ | $\begin{aligned} & \text { CB } \\ & 91 \end{aligned}$ | $\begin{aligned} & \mathrm{Cl} \\ & 92 \end{aligned}$ | $\begin{aligned} & \text { CB } \\ & 93 \end{aligned}$ | CB 94 | $\begin{aligned} & \text { CB } \\ & 95 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 96 \end{aligned}$ | $\begin{aligned} & \text { DO } \\ & \mathrm{ca} \\ & 96 \end{aligned}$ | FD C8 ¢ 96 |
|  | 3 | $\begin{aligned} & \mathrm{CB} \\ & 9 \mathrm{~F} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 98 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 99 \end{aligned}$ | $\begin{aligned} & \mathrm{Cg} \\ & 9 \mathrm{~A} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 98 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 9 \mathrm{C} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 90 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 9 \mathrm{E} \end{aligned}$ | $\begin{aligned} & \mathrm{DD} \\ & \mathrm{CB} \\ & \mathrm{~d} \\ & 9 \mathrm{E} \\ & \hline \end{aligned}$ | F8 <br> C8 <br> ¢ <br> 9E <br> 8 |
|  | 4 | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{~A} 7 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{AO} \end{aligned}$ | $\begin{aligned} & C B \\ & A_{1} \end{aligned}$ | $\begin{gathered} \mathrm{CB} \\ \mathrm{~A} 2 \end{gathered}$ | $\begin{gathered} \mathrm{CB} \\ \mathrm{~A} \end{gathered}$ | $\underset{\mathrm{A}}{\mathrm{CB}}$ | $\begin{gathered} \mathrm{CB} \\ \mathrm{A5} \end{gathered}$ | $\begin{gathered} C B \\ A G \end{gathered}$ | $\begin{aligned} & \mathrm{DO} \\ & \mathrm{CB} \\ & \mathrm{~d} \\ & \mathrm{AK} \end{aligned}$ | FD CG d AS |
|  | 5 | $\underset{\mathrm{AF}}{\mathrm{CB}}$ | $\begin{gathered} \mathrm{CB} \\ \mathrm{AB} \end{gathered}$ | $\begin{gathered} \mathrm{CB} \\ \mathrm{Ag} \end{gathered}$ | $\begin{gathered} \mathrm{CB} \\ \mathrm{AA} \end{gathered}$ | $\begin{gathered} \mathrm{CB} \\ \mathrm{AB} \end{gathered}$ | $\begin{gathered} \mathrm{CB} \\ \mathrm{AC} \end{gathered}$ | C8 AD | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{AE} \end{aligned}$ | $\begin{aligned} & \mathrm{DD} \\ & \mathrm{CB} \\ & \mathrm{~d} \\ & \mathrm{AE} \end{aligned}$ | FD CB de AE |
|  | 6 | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{B7} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{BO} \end{aligned}$ | $\begin{aligned} & C 8 \\ & 81 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & B 2 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{BI} \end{aligned}$ | C8 84 | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{B5} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 86 \end{aligned}$ | DD <br> CB <br> d <br> B |  |
|  | 7 | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{BF} \end{aligned}$ | $\begin{aligned} & \text { CB } \\ & \text { B8 } \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{Bg} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{BA} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{BB} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{BC} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{BD} \end{aligned}$ | $\begin{aligned} & C B \\ & B E \\ & \end{aligned}$ | $\begin{aligned} & \mathrm{OD} \\ & \mathrm{CB} \\ & \mathrm{~d} \\ & \mathrm{BE} \end{aligned}$ | FO, CB d BE |
| $\begin{aligned} & \text { SET } \\ & \text { BIT } \\ & \text { 'SET' } \end{aligned}$ | 0 | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{CD} \end{aligned}$ | $\begin{gathered} \mathrm{CB} \\ \infty \end{gathered}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{Cl} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{CD} \end{aligned}$ | $\underset{\sim}{C B}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{CA} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{CD} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{CB} \end{aligned}$ | $\begin{aligned} & \mathrm{DO} \\ & \mathrm{CB} \\ & \mathrm{~d} \\ & \mathrm{C} \\ & \hline \end{aligned}$ |  |
|  | 1 | $\frac{C B}{C F}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{CB} \end{aligned}$ | $\begin{gathered} \mathrm{CB} \\ \mathrm{CB} \end{gathered}$ | $\begin{aligned} & C B \\ & C A \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{CB} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{CC} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{CD} \end{aligned}$ | $\begin{aligned} & C E \\ & C E \end{aligned}$ |  | FD CB d CE |
|  | 2 | $\begin{aligned} & C 8 \\ & D 7 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{OD} \end{aligned}$ | $\begin{aligned} & \text { c8 } \\ & 01 \end{aligned}$ | $\begin{aligned} & \text { CB } \\ & \text { DZ } \end{aligned}$ | $\begin{aligned} & \text { CB } \\ & \text { D3 } \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{D} 4 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{DF} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & 06 \end{aligned}$ | $\begin{aligned} & \mathrm{DD} \\ & \mathrm{CB} \\ & \mathrm{~d} \\ & \mathrm{DG} \end{aligned}$ | $\begin{aligned} & \mathrm{FD} \\ & \mathrm{CB} \\ & \mathrm{~d} \\ & \mathrm{D} \end{aligned}$ |
|  | 3 | $\begin{aligned} & \text { CB } \\ & \text { of } \end{aligned}$ | $\begin{aligned} & \mathrm{CE} \\ & \mathrm{DB} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{D9} \end{aligned}$ | $\begin{aligned} & \text { CB } \\ & \mathrm{DA} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{DB} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{DC} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{DD} \end{aligned}$ | $\begin{aligned} & C B \\ & \mathrm{DE} \end{aligned}$ | $\begin{aligned} & \mathrm{OD} \\ & \mathrm{CB} \\ & \mathrm{~d} \\ & \mathrm{dE} \end{aligned}$ | FD Ca de |
|  | 4 | $\begin{aligned} & C B \\ & E 7 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{ED} \end{aligned}$ | $\begin{aligned} & C B \\ & E_{1} \end{aligned}$ | $\begin{aligned} & \text { CB } \\ & \text { E2 } \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{ES} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{EA} \end{aligned}$ | $\begin{aligned} & C B \\ & E 5 \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{EK} \end{aligned}$ | $\begin{aligned} & \text { DD } \\ & \text { CB } \\ & \text { D } \\ & \text { E6 } \\ & \hline \end{aligned}$ |  |
|  | 5 | $\begin{aligned} & C B \\ & \in \mathrm{~F} \end{aligned}$ | $\begin{aligned} & \text { CB } \\ & \text { EB } \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{Eg} \end{aligned}$ | $\begin{aligned} & C B \\ & E A \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{~EB} \end{aligned}$ | $\begin{aligned} & C B \\ & E C \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{ED} \end{aligned}$ | $\begin{aligned} & C B \\ & E E \end{aligned}$ | $\begin{aligned} & \text { pD } \\ & \text { CB } \\ & \text { EE } \end{aligned}$ | FD CB EE E |
|  | 6 | $\begin{aligned} & \text { CB } \\ & \text { F7 } \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{FO} \end{aligned}$ | $\begin{gathered} C B \\ F 1 \end{gathered}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{~F} 2 \end{aligned}$ | $\begin{aligned} & C B \\ & F_{3} \end{aligned}$ | $\begin{aligned} & \mathrm{CE} \\ & \mathrm{FA} \end{aligned}$ | $\begin{aligned} & C 8 \\ & \text { F5 } \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{FE} \end{aligned}$ | $\begin{aligned} & \hline \mathrm{DO} \\ & \mathrm{CB}_{\mathrm{B}} \\ & \mathrm{~F} 6 \\ & \hline \end{aligned}$ | FD CB F F |
|  | 7 | $\begin{aligned} & C B \\ & F F \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{FB} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{FB} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{FA} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{FB} \end{aligned}$ | $\begin{aligned} & \mathrm{CB} \\ & \mathrm{FC} \end{aligned}$ | $\begin{aligned} & \text { CB } \\ & \text { FD } \end{aligned}$ | $\begin{aligned} & C B \\ & F E \end{aligned}$ | $\begin{aligned} & \mathrm{DD} \\ & \mathrm{CB} \\ & \mathrm{~d} \\ & \mathrm{FE} \end{aligned}$ | FD cis de Fe |

Fig. 4.14: Bit Manipulation Group

| Decımal Adjust Acc, 'DAA' | 27 |
| :--- | :---: |
| Complement Acc, 'CPL' | $2 F$ |
| Negate Acc, 'NEG' <br> (2's complement | ED <br> 44 |
| Complement Carry Flag، 'CCF' | $3 F$ |
| Set Carry Flag, 'SCF' | 37 |

Fig. 4.15: General-Purpose AF Operations


Fig. 4.16: The Flags Register

C is the carry, N is add or subtract, $\mathrm{P} / \mathrm{V}$ is parity or overflow, H is half carry, Z is zero, S is sign. Bits 3 and 5 of the flags register are not used (' 0 '). The two flags H and N are used for BCD arithmetic and cannot be tested. The other four flags ( $\mathrm{C}, \mathrm{P} / \mathrm{V}, \mathrm{Z}, \mathrm{S}$ ) can be tested in conjunction with conditional jump or call instructions.

The role of each flag will now be described.

## Carry (C)

In the case of nearly all microprocessors, and of the Z 80 in particular, the carry bit assumes a dual role. First, it is used to indicate whether an addition or subtraction operation has resulted in a carry (or borrow). Secondly, it is used as a ninth bit in the case of shift and rotate operations. Using a single bit to perform both roles facilitates some operations, such as a multiplication operation. This should be clear from the explanation of the multiplication which has been presented in the previous chapter.

When learning to use the carry bit, it is important to remember that all arithmetic operations will either set it or reset it, depending on the result of the instructions. Similarly, all shift and rotation operations use the carry bit and will either set it or reset it, depending on the value of the bit which comes out of the register.

In the case of logical instructions (AND, OR, XOR), the carry bit will always be reset. They may be used to zero the carry explicitly.

Instructions which affect the carry bit are: ADD A,s; ADC A,s; SUB s; SBC A,s; CP s; NEG; AND s; OR s; XOR s; ADD DD,ss; ADC HL,ss; SBC HL,ss; RLA; RLCA; RRA; RRCA; RL m; RLC m; RR m; RRC m; SLA m; SRA m; SRL m; DDA; SCF; CCF; NEG s;
Subtract ( $N$ )
This flag is normally not used by the programmer, and is used by the Z80 itself during BCD operations. The reader will remember from the previous chapter that, following a BCD add or subtract, a DAA (Decimal Adjust Accumulator) instruction is executed to obtain the valid BCD results. However, the 'adjustment'" operation is different after an addition and after a subtraction. The DAA therefore executes differently depending on the value of the N flag. The N flag is set to " 0 " ' after an addition and is set to a " 1 " after a subtraction.
The symbol used for this flag, " N ", may be confusing to programmers who have used other processors, since it may be mistaken for the sign bit. It is an internal operation sign bit.

N is set to ' 0 '' by: ADD A,s; ADC A,s;AND $;$ OR s; XOR s; INC s; ADD DD,ss; ADC HL,ss; RLA; RLCA; RRA; RRCA; RL m; RLC m; RR m; RRC m; SLA m; SRA m; SRL m; RLD; RRD; SCF; CCF; IN r, (C); LDI; LDD; LDIR; LDDR; LD A, I; LD A, r; BIT b, s.
$N$ is set to " 1 "' by: SUB s; SBC A,s; CP s; NEG; DEC m; SBC HL, ss; CPL; INI; IND; OUTI; OUTD; INIR; INDR; OTIR; OTDR; CPI; CPIR; CPD; CPDR.

## Parity/Overflow ( $P / V$ )

The parity/overflow flag performs two different functions. Specific instructions will set or reset this flag depending on the parity of the result; parity is determined by counting the total number of ones in the result. If this number is odd, the parity bit will be set to " 0 '" (odd parity). If it is even, the parity bit will be set to " 1 " (even parity). Parity is most frequently used on blocks of characters (usually in the ASCII format). The parity bit is an additional bit which is added to the seven-bit code representing the character, in order to verify the integrity of data which has been stored in a memory device. For example, if one bit in the code representing the character has been changed by accident, due
to a malfunction in the memory device (such as a disk or RAM memory), or during transmission, then the total number of ones in the seven-bit code will have been changed. By checking the parity bit, the discrepancy will be detected, and an error will be flagged. In particuiar, the flag is used with logical and rotate instructions. Also, naturally, during an input operation from an I/O device, the parity flag will indicate the parity of the data being read.

For the reader familiar with the Intel 8080, note that the parity flag in the 8080 is used exclusively as such. In the case of the Z 80 , it is used for several additional functions. This flag should therefore be handled with care when going from one of the microprocessors to the other.

In the case of the $Z 80$, the second essential use of this flag is as an overflow flag (not available in the 8080). The overflow flag has been described in Chapter 1, when the two's complement notation was introduced. It detects the fact that, during an addition or subtraction, the sign of the result is "accidentally'changed due to the overflow of the result into the sign bit. (Recall that, using an eight-bit representation, the largest positive number is +127 , and the smallest negative number is -128 in two's complement.)

Finally, this bit is also used, in the case of the Z 80 , for two unrelated functions.

During the block transfer instructions (LDD, LDDR, LDI, LDIR), and during the search instructions (CPD, CPDR, CPI, CPIR), this flag is used to detect whether the counter register B has attained the value " 0 ". With decrementing instructions, this flag is reset to " 0 " if the byte counter register pair is ' 0 ''. When incrementing, it is set if BC -1 $=0$ at the beginning of the instruction, i.e., if BC will be decremented to " 0 '' by the instruction.

Finally, when executing the two special instructions LD A, I and LD $A, R$, the $P / V$ flag reflects the value of the interrupt enable flip-flop (IFF2). This feature can be used to preserve or test this value.

The P flag is affected by: AND s; OR s; XOR s; RL m; RLC m; RR m; RRC m; SLA m; SRA m; SRL m; RLD; RRD; DAA; IN r,(C).

The V flag is affected by: ADD A,s; ADC A,s;SUB $s$; SBC A,s;CP s; NEG; INC s; DEC m; ADC HL,ss; SBC HL, ss; NEG.

It is also used by: LDIR; LDDR (set to ' 0 '); LDI; LDD; CPI; CPIR; CPD; CPDR.

## The Half-Carry Flag (H)

The half-carry flag indicates a possible carry from bit 3 into bit 4 during an arithmetic operation. In other words, it represents the carry from
the low-order nibble (group of 4 bits) into the high order one. Clearly, it is primarily used for BCD operations. In particular, it is used internally within the microprocessor by the Decimal Adjust Accumulator (DAA) instruction in order to adjust the result to its correct value.

This flag will be set during an addition when there is a carry from bit 3 to bit 4 and reset when there is no carry. Conversely, during a subtract operation, it will be set if there is a borrow from bit 4 to bit 3 , and reset if there is no borrow.

The flag will be conditioned by addition, subtraction, increment, decrement, comparisons, and logical operations.

Instructions which affect the H bit are: ADD A,r ; ADD A, $s$; SUB $s$; SBC A,s; CP s; NEG; AND s; OR s; XOR s; INC s; DEC m; RLA; RLCA; RRA; RRCA; RL m; RLC m; RR m; RRC m; SLA m; SR m; SRL m; RLD; RRD; DAA; CPL; SCF; IN r,(C) ; LDI; LLD; LDIR; LDDR; LD A; LD A,r; BIT b,r; NEGs;

Note that the H bit is not affected by the 16 -bit add and subtract instructions.

## Zero (Z)

The Z flag is used to indicate whether the value of a byte which has been computed, or is being transferred, is zero. It is also used with comparison instructions to indicate a match, and for other miscellaneous functions.

In the case of an operation resulting in a zero result, or of a data transfer, the Z bit is set to " 1 " whenever the byte is zero. Z is reset to " 0 "' otherwise.

In the case of comparison instructions, the Z bit is set to ' 1 '" whenever the comparison succeeds and to " 0 " otherwise.

Additionally, in the case of the Z 80 , it is used for three more functions: it is used with the BIT instruction to indicate the value of a bit being tested. It is set to " 1 " if the specified bit is " 0 " and reset otherwise.

With the special "block input-output instructions" (INI, IND, OUTI, OUTD), the Z flag is set if $\mathrm{B}-1=0$, and reset otherwise; it is set if the byte counter will decrement to " 0 " (INIR, INDR, OTIR, OTDR).

Finally, with the special instructions $\mathrm{IN} \mathrm{r},(\mathrm{C})$, the Z flag is set to " 1 " to indicate that the input byte has the value " 0 ".

In summary, the following instructions condition the value of the Z bit: ADD A,s; ADC A,s;SUB s; SBC A,s; CP s; NEG; AND s; OR s; XOR s; INC s; DEC m; ADC HL, ss; SBC HL,ss; RL m; RLC m;

RR m; RRC m; SLA m; SRA m; SRL m; RLD; RRD; DAA; IN r,(C); INI; IND; OUTI; OUTD; INIR; INDR; OTIR; OTDR; CPI; CPIR; CPD; CPDR; LD A I; LD A,r; BIT b,s; NEG s.

Usual instructions which do not affect the Z bit are: ADD DD,ss; RLA; RLCA; RRA; RRCA; CPL; SCF; CCF; LDI; LDD; LDIR; LDDR; INC DD; DEC DD.

## Sign (S)

This flag reflects the value of the most significant bit of a result or of a byte being transferred (bit seven). In two's complement notation, the most significant bit is used to represent the sign. " 0 ' indicates a positive number and a " 1 " indicates a negative number. As a result, bit seven is called the sign bit.

In the case of most microprocessors, the sign bit plays an important role when communicating with input/output devices. Most microprocessors are not equipped with a BIT instruction for testing the contents of any bits in a register or the memory. As a result, the sign bit is usually the most convenient bit to test. When examining the status of an input/output device, reading the status register will automatically condition the sign bit, which will be set to the value of bit seven of the status register. It can then be tested conveniently by the program. This is why the status register of most input/output chips connected to microprocessor systems have their most important indicator (usually ready/not ready) in bit position seven.

A special BIT instruction is provided in the case of the Z 80 . However, in order to test a memory location (which may be the address of an I/O status register), the address must first be loaded into registers IX, IY or HL. There is no bit instruction provided to test a specified memory address directly (i.e., no direct addressing mode for this instruction). The value of positioning an input/output ready flag in bit position seven, therefore, remains intact, even in the case of the Z 80 .

Finally, the sign flag is used by the special instruction IN, (C) to indicate the sign of the data being read.

Instructions which affect the sign bit are: ADD A,s; SUB s; SBC A,s; CP s; NEG; AND s; OR s; XOR s; INC s; DEC m; ADC HL, ss; SBC HL, ss; RL m; RLC m; RR m; RRC m; SLA m; SRA m; SRL m; RLD ; RRD; DAA; IN r,(C); CPR; CPIR; CPD; CPDR; LD A,I; LD A,r; NEG.

## Summary of the Flags

The flag bits are used to automatically detect special conditions within the ALU of the microprocessor. They can be conveniently tested by specialized instructions, so that specific action can be taken in response to the condition detected. It is important to understand the role of the various indicators available, since most decisions taken within the program will be taken in function of these flag bits. All jumps executed within a program will jump to specified locations depending on the status of these flags. The only exception involves the interrupt mechanism, which will be described in the chapter on input/output and may cause jumping to specific locations whenever a hardware signal is received on specialized pins of the Z80.

At this point, it is only necessary to remember the main function of each of these bits. When programming, the reader can refer to the description of the instructions in the Appendix section of the book to verify the effect of every instruction of the various flags. Most flags can be ignored most of the time, and the reader who is not yet familiar with them should not feel intimidated by their apparent complexity. Their use will become clearer as we examine more application programs.

A summary of the six flags and the way they are set or reset by the various instructions is shown in Figure 4.17.

## The Jump Instructions

A branch instruction is an instruction which causes a forced branching to a specified program address. It changes the normal flow of execution of the program from a sequential mode into one where a different segment of the program is suddenly executed. Jumps may be conditional or unconditional. An unconditional jump is one in which the branching occurs to a specific address, regardless of any other condition.

A conditional jump is one which occurs to a specific address only if one or more conditions are met. This is the type of jump instruction used to make decisions based upon data or computed results.

In order to explain the conditional jump instructions, it is necessary to understand the role of the flags register, since all branching decisions are based upon these flags. This was the purpose of the preceding section. We can now examine in more detail the jump instructions provided by the Z 80 .

Two main types of jump instructions are provided: jump instructions within the main program (they are called 'jumps'), and the special

| INSTAUCTION | C | 2 | $P_{7}$ | 5 | N | H | COMMENTS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ADO A. P: ADC A, | 1 | 1 | $\checkmark$ | : | 0 | $!$ | 8-bit add or add with carry |
| SUB s: SBC A. s. CP s, NEG | $\ddagger$ | 1 | V | ! | 1 | 1 | 8 -bit subtract. subtract with carry. compare and negate accumulator |
| AND : | 0 | : | $p$ | : | 0 | 1 | Logical operations |
| OR : $X O R$ : | 0 | i | P | : | 0 | 0 | And sets different flags |
| INC : | - | : | V | $?$ | 0 | ; | 8-bit macrement |
| DECm | - | : | $v$ | ; | 1 | ; | 8 -bit decrement |
| $A D D D$ | ; | - | - | - | 0 | $x$ | 16 -bat add |
| ADC HL, ss | ; | ; | $v$ | $\therefore$ | 0 | x | 16-bit add with carry |
| SBC HL, ss | : | ; | $v$ | : | 1 | x | 16-bit subtract with cariv |
| RLA; Rlca, rra rrca | ; | - | - | - | 0 | 0 | Rotate accumulator |
| RL m;RLC m; RR m; RRC $m$ SLAm: SRAm:SRLm | ; | , | $p$ | , | 0 | 0 | Rotate and shift location m |
| RLD. RRO | - | ; | $p$ | : | 0 | 0 | Rotare digit left and fight |
| DAA | $\stackrel{1}{1}$ | ; | $\rho$ | : | - | ! | Decimal adjust accumulator |
| CPL | - | - | 0 | - | 1 | 1 | Complement accumulator |
| SCF | 1 | - | - | - | 0 | 0 | Set carry |
| CCF | $!$ | - | - | - | 0 | x | Complement carry |
| ( $\mathrm{NP},(\mathrm{Cl})$ | - | ; | P | ; | 0 | 0 | Input regster indirect |
| INI: IND: OUTE: OUTD | - | $t$ | $x$ | $x$ | 1 | $x$ | Block input and outpur |
| INIR: INDR: OTIR: OTDR | - | 1 | $x$ | $x$ | 1 | $x$ | $Z=0$ if $B=0$ otherwise $Z=1$ |
| LDI, LOD | - | $x$ | $\dagger$ | $x$ | 0 | 0 | Block transfer mintructions |
| LDIR. LODA | - | $x$ | 0 | x | 0 | 0 | $\begin{aligned} & P / V=1 \text { if } B C=0, \text { otherwise } \\ & P / V=0 \end{aligned}$ |
| CPI, CPIR, CPD, CPDR | - | ; | ; | : | 1 | x | Block search instructions $Z=1 \text { if } A=(H L)$ <br> otherwise $Z=0$ <br> $P / V=1$ if $B C=0$. <br> otherwase $P / V=0$ |
| LDA, 1: LD A A | - | : | IfF | : | 0 | 0 | The content of the interfupt enable flip-flop \|IFF| is copled into the P/V fiag |
| 81T b.s | - | : | $x$ | $\times$ | 0 | 1 | The complement of bit b of iocation is copred into the 2 flag |
| NEG | - | ; | V | : | 1 | $\because$ | Negate accumulator |

The following notation it used in the table:

## SYMBOL

## OPERATION

C Curry/fink flag. $C=1$ if the operation producad a carry from the MSB of tha oparand or result.
$Z \quad$ Zero flag. $Z=1$ if the rosuft of the operation is zero.
Parity or overflow flag. Parity ( $P$ ) and ovarflow (V) share the same flag. Logical operations affect this fiag with the pafity of the result while artithmetic operations affect this flag with the ovarflow of the result. If $P / V$ holds parity. $P / V * 1$ if the result of the oparation is even. $\mathrm{P} / \mathrm{V}=0$ if result is odd. If $\mathrm{P} / \mathrm{V}$ holds overflow. $\mathrm{P} / \mathrm{V}=1$ if the result of the operation produced an overflow.
Half-certy llag. H* 1 is the add or subtract operanion produced a carry thto or borrow from but 4 of the accumbiator.
$N$
Hand N flags are used in conjunction with the decmal adjust instruction (DAA) to properiv correct the result mino packed BCD format following adidion of subtraction using operands with packed BCD format.
: The llag is affected according to the result of the operation.

- The llag is unchanged by the operation.

0 The flag is reset by the operation.
1 The flag is sei by the operation.
$X$ The flag is a "don't care."
V P/V flag affected according to the overflow tesult of the operation.
P P/V flag affected according to the partty result of the operation.
$t$ Any one of the CPU registers A, B. C, D, E, H, L.
s Any 8 -bir location for all the addressing modes alfowed for the particular instruction.
s) Any 16 -bit location for all the addressing modes allowed for that instruction.
ii Any one of the two mdex ragisters $\{X$ or $I Y$.
R Refresh counter.
n $\quad 8$-bit value in range <0. 255>
nn $\quad 16$-bit value in range $\langle 0.65535\rangle$
$m$ Any 8-bit location for all the addressing modes allowed for the paticular instruction.
Fig. 4.17: Summary of Flag Operation
type of branch instructions used to jump to a subroutine and to return from it ('call'' and '‘return'). As a result of any jump instruction, the program counter PC will be reloaded with a new address, and the usual program execution will resume from this point on. The full power of the various jump instructions can be understood only in the context of the various addressing modes provided by the microprocessor. This part of the discussion will be deferred until the next chapter, where the addressing modes are discussed. We will only consider here the other aspects of these instructions.

Jumps may be unconditional (branching to a specified memory address) or else conditional. In the case of a conditional jump, one of four flag bits may be tested. They are the Z, C, P/V, and S flags. Each of them may be tested for the value " 0 " or " 1 ".

The corresponding abbreviations are:

$$
\begin{aligned}
& \mathrm{Z}=\text { zero }(\mathrm{Z}=1) \\
& \mathrm{NZ}=\text { non zero }(\mathrm{Z}=0) \\
& \mathrm{C}=\text { carry }(\mathrm{C}=1) \\
& \mathrm{NC}=\text { no carry }(0=\mathrm{C}) \\
& \mathrm{PO}=\text { odd parity } \\
& \mathrm{PE}=\text { even parity } \\
& \mathrm{P}=\text { positive }(\mathrm{S}=0) \\
& \mathrm{M}=\text { minus }(\mathrm{S}=1)
\end{aligned}
$$

In addition, a special combination instruction is available in the Z 80 which will decrement the B register and jump to a specified memory address as long as it is not zero. This is a powerful instruction used to terminate a loop, and it has already been used several times in the prevous chapter: it is the DJNZ instruction.

Similarly, the CALL and the RET (return) instructions may be conditional or unconditional. They test the same flags as the branch instruction which we have already described.

The availability of conditional branches is a powerful resource in a computer and is generally not provided on other eight-bit microprocessors. It improves the efficiency of programs by implementing in a single instruction what requires two instructions otherwise.

Finally, two special return instructions have been provided in the case of interrupt routines. They are RETI and RETN. They will be described in the section of Chapter 6 on interrupts.

The addressing modes and the opcodes for the various branches available are shown in Figure 4.18.

CONDITION

|  |  |  | UN. COND. | CARAY | NON | 2efo | $\begin{aligned} & \text { NON } \\ & \text { ZFRO } \end{aligned}$ | PARITY EVEN | PARITY 000 | $\begin{aligned} & \text { Sign } \\ & \text { NEG } \end{aligned}$ | $\operatorname{SIGN}$ | $\underset{\mathrm{B}=0}{\substack{\text { REG }}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| JUMP 'JP' | IMMED. EXT. | $n \%$ | ca $n$ $n$ | DA <br> $n$ <br> $n$ | D2 $n$ $n$ | CA $n$ $n$ $n$ | C2 $n$ $n$ | EA $n$ $n$ $n$ | $\begin{aligned} & E 2 \\ & n \\ & n \end{aligned}$ | FA $n$ $n$ | F2 $n$ $n$ $n$ |  |
| JUMP 'JR' | relative | $\mathrm{PC}+\mathrm{c}$ | 18 -2 | $\begin{aligned} & 38 \\ & -2 \end{aligned}$ | $\begin{aligned} & 30 \\ & -2 \end{aligned}$ | $\begin{aligned} & 28 \\ & e-2 \end{aligned}$ | $\begin{aligned} & 20 \\ & e-2 \end{aligned}$ |  |  |  |  |  |
| JUMP 'JP' | REG. INDIA. | (HL) | E9 |  |  |  |  |  |  |  |  |  |
| JUMP 'Jp' |  | (IX) | $\begin{aligned} & \text { OD } \\ & \text { E9 } \end{aligned}$ |  |  |  |  |  |  |  |  |  |
| JUMP 'JP' |  | (IY) | $\begin{aligned} & \text { FD } \\ & \text { E9 } \end{aligned}$ |  |  |  |  |  |  |  |  |  |
| 'CALE' | IMMED. EXT. | กn | $\begin{aligned} & C D \\ & n \\ & n \end{aligned}$ | $\begin{aligned} & D C \\ & n \\ & \mathbf{n} \end{aligned}$ | $\begin{aligned} & \text { D4 } \\ & n \\ & n \end{aligned}$ | $\begin{aligned} & \text { CC } \\ & n \\ & n \end{aligned}$ | $\begin{aligned} & C A \\ & n \\ & n \end{aligned}$ | $\begin{aligned} & \text { EC } \\ & n \\ & n \end{aligned}$ | $\begin{aligned} & \text { E4 } \\ & n \\ & n \end{aligned}$ | $\begin{aligned} & \text { FC } \\ & n \\ & n \end{aligned}$ | F4 $n$ $n$ $n$ |  |
| DECREMENTB. JUMP IF NON ZERO 'DJNZ' | gelative | PC*: |  |  |  |  |  |  |  |  |  | $\begin{aligned} & 10 \\ & e-2 \end{aligned}$ |
| RETURN 'RET' | REGISTER india. | $\begin{aligned} & (S P) \\ & (S P+1) \end{aligned}$ | $\mathrm{C9}$ | D8 | Do | C 8 | co | E8 | EO | F8 |  |  |
| RETURN FROM INT 'RETI' | pEg. indir. | $\begin{aligned} & \{S P\} \\ & \{S P+1\} \end{aligned}$ | $\begin{aligned} & \text { ED } \\ & 40 \end{aligned}$ |  |  |  |  |  |  |  |  |  |
| RETURN FROM NON MASKABLE INT 'RETN' | REG. indir. | $(S P)$ | $\begin{aligned} & \text { ED } \\ & 45 \end{aligned}$ |  |  |  |  |  |  |  |  |  |

Fig. 4.18: Jump Instructions

A detailed discussion of the various addressing modes is presented in Chapter 5.

By examining Figure 4.18 , it becomes apparent that many addressing modes are restricted. For example, the absolute jump JP nn can test four flags, while JR can only test two flags.

Note an important observation: JR tends to be used whenever possible as it is shorter than JP (one less byte) and facilitates program relocation. However, JR and JP are not interchangeable: JR cannot test the parity or the sign flags.

One more type of specialized branch is available; this is the restart or RST instruction. It is a one-byte instruction which allows jumping to any one of eight starting addresses at the low end of the memory. Its starting addresses are, in decimal, $0,8,16,24,32,40,48$ and 56 . It is a powerful instruction because it is implemented in a single byte. It is the fastest branch that can be used, and for this reason, is used essentially to respond to interrupts. However, it is also available to the programmer for other uses. A summary of the opcodes for this instruction is shown in Figure 4.19.


Fig. 4.19: Restart Group

## Input/Output Instructions

Input/output techniques will be described in detail in Chapter 6. Simply, input/output devices may be addressed in two ways: as memory locations, using any one of the instructions that have already
been described, or using specific input/output instructions. Usual memory addressing instructions use three bytes: one byte for the opcode and two bytes for the address. As a result, they are slow to execute, since they require three memory accesses. The main purpose of specialized input/output instructions is to provide shorter and, therefore faster, instructions. However, input/output instructions have two disadvantages.

First, they "waste" several of the precious few opcodes available (since usually only 8 bits are used to supply all opcodes necessary for a microprocessor). Secondly, they require the generation of one or more specialized input/output signals, and therefore "waste" one or more of the few pins available in the microprocessor. The number of pins is usually limited to 40 . Because of these possible disadvantages, specific input/output instructions are not provided on most microprocessors. They are, however, provided on the original 8080 (the first powerful eight-bit general-purpose microprocessor introduced) and on the Z 80 , which we know is compatible with the 8080.

The advantage of input/output instructions is to execute faster by requiring only two bytes. However, a similar result can be obtained by supplying a special addressing mode called "page 0 "' addressing, where the address is limited to a field of eight bits. This solution is often chosen in other microprocessors.

The two basic input/output instructions are IN and OUT. They transfer either the contents of the specified I/O locations into any of the working registers or the contents of the register into the I/O device. They are naturally two bytes long. The first byte is reserved for the opcode, the second byte of the instruction forms the low part of the address. The accumulator is used to supply the upper part of the address. It is therefore possible to select one of the 64 K devices. However, this requires that the accumulator be loaded with the appropriate contents every time, and this may slow the execution.
In the register-interrupt mode, whose format is $\mathrm{IN} \mathrm{r},(\mathrm{C})$, the register pair B and C is used as a pointer to the I/O device. The contents of B are placed on the high-order part of the address bus. The contents of the specified I/O device are then loaded into the register designated by r

Additionally, the Z 80 provides a register-indirect mode, plus four specialized block-transfer instructions for input and output.

The same applies to the OUT instruction.
The four block-transfer instructions on input are: INI, INIR (repeated INI), IND and INDR (repeated IND). Similarly, on output,
they are: OUTI, OUTIR, OUTD, and OUTDR.
In this automated block transfer, the register pair H and L is used as a destination pointer. Register C is used as the 1/O device selector (one out of 256 devices). In the case of the output instruction, $H$ and $L$ point to the destination. Register B is used as a counter and can be incremented or decremented. The corresponding instructions on input are INI when incrementing and IND when decrementing.

INI is an automated single-byte transfer. Register C selects the input device. A byte is read from the device and is transferred to the memory address pointed to by H and $\mathrm{L} . \mathrm{H}$ and L are then incremented by l , and the counter B is decremented by 1 .

INIR is the same instruction, automated. It is executed repeatedly until the counter decrements to " 0 '". Thus, up to 256 bytes may be transferred automatically. Note that to achieve a total transfer of exactly 256 , register B should be set to the value " 0 " prior to executing this instruction.

The opcodes for the input and output instructions are summarized in Figures 4.20 and 4.21.

## Control Instructions

Control instructions are instructions which modify the operating mode of the CPU or manipulate its internal status information. Seven such instructions are provided.

The NOP instruction is a no-operation instruction which does nothing for one cycle. It is typically used either to introduce a deliberate delay ( 4 states $=2$ microseconds with a 2 MHz clock), or to fill the gaps created in a program during the debugging phase. In order to facilitate program debugging, the opcode for the NOP is traditionally all 0's. This is because, at execution time, the memory is often cleared, i.e., all 0 's. Executing NOP's is guaranteed to cause no damage and will not stop the program execution.

The HALT instruction is used in conjunction with interrupts or a reset. It actually suspends the operation of the CPU. The CPU will then resume operation whenever either an interrupt or a reset signal is received. In this mode, the CPU keeps executing NOP's. A halt is often placed at the end of programs during the debugging phase, as there is usually nothing else to be done by the main program. The program must then be explicitly restarted.

Two specialized instructions are used to disable and enable the internal interrupt flag. They are EI and DI. Interrupts will be described in


Fig. 4.20: Output Group


Fig. 4.21: Input Group

Chapter 6. The interrupt flag is used to authorize or not authorize the interruption of a program. To prevent interrupts from occurring during any specific portion of a program, the interrupt flip-flop (flag) may be disabled by this instruction. It will be used in Chapter 6. These instructions are shown in Figure 4.22.

| 'NOP' | 00 |
| :---: | :---: |
| 'HALT' | 76 |
| DISABLE INT '(DI)' | F3 |
| ENABLE INT '(EI)' | FB |
| SET INT MODE 0 ' $\mathrm{ma}^{\prime}$ | $\begin{aligned} & E D \\ & 46 \end{aligned}$ |
| SET INT MODE 1 | $\begin{aligned} & \text { ED } \\ & 56 \end{aligned}$ |
| SET INT MODE 2 <br> 'IM2' | ED 5 E |

8080A MODE

CALL TO LOCATION 0038 H

INDIRECT CALL USING REGISTER I AND 8 BITS FROM INTERRUPTING DEVICE AS A POINTER.

Fig. 4.22: Miscellaneous CPU Control

Finally, three interrupt modes are provided in the Z 80 . (Only one is available on the 8080 ). Interrupt mode 0 is the 8080 mode, interrupt 1 is a call to location 038 H , and interrupt mode 2 is an indirect call which uses the contents of the special register I, plus 8 bits provided by the interrupting device as a pointer in the memory to the interrupt routine. These modes will be explained in Chapter 6 .
Finally, special pins on the $Z 80$ will trigger an interrupt mechanism which will also be explained in Chapter 6 . They are the IRQ and the NMI pins.

## SUMMARY

The five categories of instructions available on the Z 80 have now been described. The details on individual instructions are supplied in the following section of the book. It is not necessary to understand the role of each instruction in order to start to program. The knowledge of a few essential instructions of each type is sufficient at the beginning. However, as you begin to write programs by yourself, you should learn about all the instructions of the Z 80 if you want to write good programs. Naturally, at the beginning, efficiency is not important, and this is why most instructions can be ignored.

One important aspect has not yet been described. This is the set of addressing techniques implemented on the Z 80 to facilitate the retrieval of data within the memory space. These addressing techniques will be studied in the next chapter.

## THE Z80 INSTRUCTIONS: INDIVIDUAL DESCRIPTION

| FLAG | ON | OFF |
| :--- | :--- | :--- |
| Carry | C (carry) | NC (no carry) |
| Sign | M (minus) | P (plus) |
| Zero | Z (zero) | NZ (non zero) |
| Parity | PE (even) | PO (odd) |

- changed according to operation

O flag is set to zero
1 flag is set to one
? flag is set randomly by operation
X special case, see accompanying note on that page
bit positions 3 and 5 are always random

ADCA, $s$

Function:

Format:

r may be any one of:
A - 111
E-011
B -000
H-100
C -001
L-101
D - 010

Description:
The operand s and the carry flag $C$ from the status register are added to the accumulator, and the result is stored in the accumulator. $s$ is defined in the description of the similar ADD instructions.

Data Flow:


Timing:

| $s:$ | M cycles: | T states: | @ 2 MHz. |
| :--- | :---: | :---: | :---: |
| r | 1 | 4 | 2 |
| n | 2 | 7 | 3.5 |
| (HL) | 2 | 7 | 3.5 |
| (IX + d) | 5 | 19 | 9.5 |
| (IY + d) | 5 | 19 | 9.5 |

Addressing Mode: r: implicit; n: immediate; (HL): indirect; (IX + d), (lY + d): indexed.

Byte Codes:

ADC A,r $r:$| $A$ | $B$ | $C$ | $D$ | $E$ | $H$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $8 F$ | 88 | 89 | $8 A$ | $8 B$ | $8 C$ | $8 D$ |

Flags:


Example:
ADC A, 1A

Before:
After:


## $\mathrm{ADC} \mathbb{H L}$, ss Add with carry HL and register pair ss.

Function:

$$
\mathrm{HL} \leftarrow \mathrm{HL}+\mathrm{ss}+\mathrm{C}
$$

Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |$\quad$|  | byte 1: ED |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 1 5 | byte 2 |

Description: $\quad$ The contents of the HL register pair are added to the contents of the specified register pair, and then the contents of the carry flag are added. The final result is stored back in HL. ss may be any one of:

$$
\begin{array}{rr}
B C-00 & H L-10 \\
D E-01 & S P-11
\end{array}
$$

Data Flow:


Timing: $\quad 4 \mathrm{M}$ cycles; 15 T states: $75 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: Implicit.

Byte Codes:


Flags:


H is set if there is a carry from bit 11 .
Example: $\quad \mathrm{ADC} \mathrm{HL}, \mathrm{DE}$

Before:


After:


ADD A, $(\mathbb{H L})$ Add accumulator with indirectly addressed memory location (HL).

Function: $\quad \mathrm{A} \leftarrow \mathrm{A}+(\mathrm{HL})$

## Format:

| 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: The contents of the accumulator are added to the contents of the memory location addressed by the HL register pair. The result is stored in the accumulator.

Data Flow:


Timing: 2 M cycles; 7 T states: $3.5 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Indirect.

Flags:

Example: $\quad$ ADD A, (HL)

Before:
$\square$

After:

$H \square 9620$


$\mathrm{ADD} \mathbf{A},(\mathbb{I X}+\mathbf{d}) \quad$ Add accumulator with indexed addressed memory location (IX + d)

Function:

$$
\mathrm{A} \leftarrow \mathrm{~A}+(\mathrm{IX}+\mathrm{d})
$$

## Format:



Description:
The contents of the accumulator are added to the contents of the memory location addressed by the contents of the IX register plus the immediate offset value. The result is stored in the accumulator.

## Data Flow:



Timing: $\quad 5 \mathrm{M}$ cycles; 19 T states: 9.5 usec @ 2 MHz
Addressing Mode: Indexed.

Flags:


Example:
ADD A, (IX + 3)

Before:


After:


ADD $\mathbb{A},(\mathbb{I} \mathbf{Y}+\mathbf{d}) \quad$ Add accumulator with indexed addressed memory location (IY + d)

Function: $\quad \mathrm{A} \leftarrow \mathrm{A}+(\mathrm{IY}+\mathrm{d})$
Format:

| 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |$\quad$| 1 | 0 | 0 | 0 | 0 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | $0 \quad$ byte 1: FD



Description: $\quad$ The contents of the accumulator are added to the contents of the memory location addressed by the contents of the IY register plus the given offset value. The result is stored in the accumulator.

Data Flow:


Timing: 5 M cycles; 19 T states; $9.5 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Indexed.

Flags:


Example: $\quad \mathrm{ADD} \mathrm{A},(\mathrm{IY}+1)$


After:

$1 \times \square$

$\mathbf{A D D A}, \mathbb{n} \quad$ Add accumulator with immediate data $n$.

Function: $\quad \mathrm{A} \leftarrow \mathrm{A}+\mathrm{n}$

Format:

| 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |



Description:
The contents of the accumulator are added to the contents of the memory location immediately following the op code. The result is stored in the accumulator.

Data Flow:


Timing: $\quad 2 \mathrm{M}$ cycles; 7 T states: $3.5 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: Immediate.

Flags:


Example: $\quad \mathrm{ADD} \mathrm{A}, \mathrm{E} 2$
Before: After:


[^1]ADD A, r

Function:

Format:

| 1 | 0 | 0 | 0 | 0 | $\xrightarrow[1]{\longrightarrow}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |

## Description:

The contents of the accumulator are added with the contents of the specified register. The result is placed in the accumulator, $r$ may be any one of:
A - 111
E-011
B -000
H -100
C - 001
L-101
D - 010

Data Flow:


Timing:
1 M cycle; 4 T states: 2 usec @ 2 MHz .

Addressing Mode: Implicit.

Byte Codes:
$\mathrm{r}:$

| A | B | C | D | E | $H$ | L |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 87 | 80 | 81 | 82 | 83 | 84 | 85 |

Flags:

Example: $\quad$ ADD A, B

Before:


After:


OBJECT CODE

ADD $H L$, ss Add HL and register pair ss.

Function: $\quad \mathrm{HL} \leftarrow \mathrm{HL}+$ ss

Format:

| 0 | 0 | $S$ | $S$ | 1 | 0 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The contents of the specified register pair are added to the contents of the HL register pair and the result is stored in HL. ss may be any one of:

$$
\begin{array}{lr}
B C-00 & H L-10 \\
D E-01 & S P-11
\end{array}
$$

Data Flow:


Timing: $\quad 3 \mathrm{M}$ cycles; 11 T states: $5.5 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Implicit.

Byte Codes:
ss:

|  |  |  |  |
| :---: | :---: | :---: | :---: |
| 09 | DE | HL | SP |
| 09 | 19 | 29 | 39 |

Flags:

$C$ is set by carry from bit 15 , reset otherwise.
$H$ is set by a carry from bit 11

Example:
ADD HL, HL

Before:
After:
$H \square 06 \mathrm{BI} \square$


OBJECT CODE

ADD IX, rr Add IX with register pair rr.

Function:
$I X \leftarrow I X+r r$
Format:

| 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | byte 1: DD


| 0 | 0 | $\mathbf{r}$ | r | 1 | 0 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description:
The contents of the IX register are added to the contents of the specified register pair and the result is stored back in IX. rr may be anyone of:

$$
\begin{array}{ll}
\mathrm{BC}-00 & \mathrm{IX}-10 \\
\mathrm{DE}-01 & \mathrm{SP}-11
\end{array}
$$

Data Flow:


Timing:
4 M cycles; 15 T states: $7.5 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Implicit.


Flags:


H is set by carry out of bit 11 . C is set by carry from bit 15 .

Example: $\quad$ ADD IX, SP

Before:


| $1 \times \square 0000$ |
| :--- |
| $S P \square 3021$ |

After:


ADD IY, rr
Add IY and register pair rr.

Function:

$$
I Y \leftarrow I Y+r r
$$

Format:

| 1 1 1 1 1 1 0 1 |
| :--- |
| 0 0 $r$ $r$ 1 0 0 |

Description:
The contents of the IY register are added to the contents of the specified register pair and the result is stored back in IY. rr may be any one of:

$$
\begin{array}{ll}
B C-00 & I Y-10 \\
D E-01 & S P-11
\end{array}
$$

Data Flow:


Timing:
4 M cycles; 15 T states: 7.5 usec @ 2 MHz

Addressing Mode: Implicit.

| Byte Codes: | rr: | BC | DE | IY | SP |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | FD- | 09 | 19 | 29 | 39 |

Flags:


H is set by carry out of bit 11 . C is set by carry out of bit 15 .

Example: $\quad \mathrm{ADD}$ IY, DE

|  |
| :---: |
| FD |
| 19 |
|  |
| $\substack{\text { OBJCCT } \\ \text { CODE }}$ |



Before:

After:


AND s Logical and accumulator with operand s.

Function: $\quad \mathrm{A} \leftarrow \mathrm{A} \wedge \mathrm{s}$

Format:
$s$ : may be r, n, (HL), (IX + d), or IY + d)

r | 1 | 0 | 1 | 0 | 0 | $\frac{1}{1}, 1$ |
| :--- | :--- | :--- | :--- | :--- | :--- |

n | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | byte 1: E6


byte 2 : immediate data
(HL)
 96
$(I X+d)$ $\square$ byte 1: DD

| 1 | 0 | 1 | 0 | 0 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | byte 2: 96

$(I Y+d)$

byte 3 : offset value

| 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 1 | 0 | 1 | 0 | 0 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


r may be any one of:
A - 111
E-011
B -000
H -100
C -011
L-101
D - 010

Description: The accumulator and the specified operand are logically 'and'ed and the result is stored in the accumulator. $s$ is defined in the description of the similar ADD instructions.

## Data Flow:



Timing:

| s: |  |  | usec |
| :--- | :---: | :---: | :---: |
|  | M cycles: | T states: | @ $2 \mathrm{MHz}:$ |
| r | 1 | 4 | 2 |
| n | 2 | 7 | 3.5 |
| (HL) | 2 | 7 | 3.5 |
| (IX + d) | 5 | 19 | 9.5 |
| (IY + d) | 5 | 19 | 9.5 |

Addressing Mode: r: implicit; n: immediate; (HL): indirect; (IX + d), $(I Y+d)$ indexed.

Byte Codes:

| AND | A | B | c | D |  | E | H | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A7 | A0 | A | A |  | A3 | A4 | A |  |

Flags:


Example:
AND 4B

Before:
$A \square$


BIT b, (HL) Test bit b of indirectly addressed memory location (HL)

Function: $\quad \mathrm{Z} \leftarrow{\overline{(\mathrm{HL}})_{\mathrm{b}}}$

Format:


Description:
The specified bit of the memory location addressed by the contents of the HL register pair is tested and the Z flag is set according to the result. b may be any one of:

| $0-000$ | $4-100$ |
| :--- | :--- |
| $1-001$ | $5-101$ |
| $2-010$ | $6-110$ |
| $3-011$ | 7 |



Timing: 3 M cycles; 12 T states; 6 usec @ 2 MHz Addressing Mode: Indirect.

Flags:


Byte Codes:

| $c$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| b: | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| CB- | 46 | $4 E$ | 56 | $5 E$ | 66 | $6 E$ | 76 | $7 E$ |

Example:
BIT 3, (HL)
Before:
After:

00 F


[^2]BIT $\mathbf{b},(\mathbf{I X}+\mathbf{d})$ Test bit $b$ of indexed addressed memory location (IX +d )
Function:

$$
\mathrm{Z} \leftarrow \overline{(\mathrm{IX}+\mathrm{d})_{\mathrm{b}}}
$$

Format:


| 0 | 1 | $\frac{1}{1}$ | $b \frac{1}{1}$ | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |$\quad$ byte 4

Description: The specified bit of the memory location addressed by the contents of the IX register plus the given offset value is tested and the Z flag is set according to the result. $b$ may be any one of:

| $0-000$ | $5-101$ |
| :--- | :--- |
| $1-001$ | $6-110$ |
| $2-010$ | $7-111$ |
| $3-011$ |  |
| $4-100$ |  |



Timing:
5 M cycles; 20 T states: 10 usec @ 2 MHz

Addressing Mode: Indexed.

Byte Codes:


Flags:


Example: BIT 6 , $(\mathrm{IX}+0)$

Before:
After:


BIT b, (IY + d) Test bit b of the indexed addressed memory location (IY +d )
Function: $\quad \mathrm{Z} \leftarrow(\mathrm{IY}+\mathrm{d})_{\mathrm{b}}$
Format:

byte 1: FD

| 1 | 1 | 0 | 0 | 1 | 0 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |



Description: The specified bit of the memory location addressed by the contents of the IY register plus the given offset value is tested and the Z flag is set according to the result. b may be any one of:

$$
\begin{array}{ll}
0-000 & 4-100 \\
1-001 & 5-101 \\
2-010 & 6-110 \\
3-011 &
\end{array}
$$



Timing:
5 M cycles; 20 T states; 10 usec @ 2 MHz

Addressing Mode: Indexed.

Byte Codes: b:

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 46 | $4 E$ | 56 | $5 E$ | 66 | $6 E$ | 76 | $7 E$ |

Flags:


Example: BIT $0,(I Y+1)$

Before:
92
iy $\square$

After:



BIT b, $\mathbf{r}$ Test bit $b$ of register $r$.

Function: $\quad \mathrm{Z} \leftarrow \overline{\mathrm{r}_{\mathrm{b}}}$

Format:

$$
\begin{aligned}
& \begin{array}{|l|l|l|l|l|l|l|l|}
\hline 1 & 1 & 0 & 0 & 1 & 0 & 1 & 1 \\
\text { byte } 1: C B \\
\begin{array}{|l|l|l|l|l}
\hline 0 & 1 & \frac{1}{1} & 1 \\
\hline
\end{array}
\end{array} \begin{array}{l}
\text { byte } 2 \\
\hline
\end{array}
\end{aligned}
$$

Description: The specified bit of the given register is tested and the zero flag is set according to the results. $b$ and $r$ may be any one of:
b:

| $0-000$ | $4-100$ |
| :--- | :--- |
| $1-001$ | $5-101$ |
| $2-010$ | $6-110$ |
| $3-011$ | $7-111$ |

r:
A - 111
E-011
B -000
H -100
C -001
L-101
D - 010

Data Flow:


Timing:
2 M cycles; 8 T states; 4 usec @ 2 MHz

Addressing Mode: Implicit.

## Byte Codes:

| $b:$ | : A | B | C | D | E | H | L |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 47 | 40 | 41 | 42 | 43 | 44 | 45 |
| 1 | 4 F | 48 | 49 | 4A | 4 B | 4C | 40 |
| 2 | 57 | 50 | 51 | 52 | 53 | 54 | 55 |
| 3 | 5 F | 58 | 59 | 5A | 5B | 5 C | 50 |
| 4 | 67 | 60 | 61 | 62 | 63 | 64 | 65 |
| 5 | 6F | 68 | 69 | 6A | 6 B | 6 C | 6D |
| 6 | 77 | 70 | 71 | 72 | 73 | 74 | 75 |
| 7 | 7F | 78 | 79 | 7A | 78 | 7 C | 7 D |

Flags:


Example:
BIT 4, B

Before:
$\square$
B $\square$ F


OBJECT CODE

After:
$\square$ 55
$\square$

CALL ce, $\mathbf{p q}$ Call subroutine on condition.

Function: $\quad$ if cc true: $(S P-1) \leftarrow \mathrm{PC}_{\text {high }}$; $(\mathrm{SP}-2) \leftarrow$ $\mathrm{PC}_{\text {low }} ; \mathrm{SP} \leftarrow \mathrm{SP}-2 ; \mathrm{PC} \leftarrow \mathrm{pq}$
If cc false: $\mathrm{PC} \leftarrow \mathrm{PC}+3$

## Format:


byte 1
byte 2: address, low order byte 3: address, high order

Description:
If the condition is met, the contents of the program counter are pushed onto the stack as described for the PUSH instructions. Then, the contents of the memory location immediately following the opcode are loaded into the low order of the PC and the contents of the second memory location after the the opcode are loaded into the high order half of the PC. The next instruction fetched will be from this new address. If the condition is not met, the address pq is ignored and the following instruction is executed. cc may be any one of:

| $N Z-000$ | $P O-100$ |
| ---: | ---: |
| $Z-001$ | $P E-101$ |
| $N C-010$ | $P-100$ |
| $C-011$ | $M-111$ |

An RET instruction can be used at the end of the subroutine being called to restore the PC.

Data Flow:


Timing:

|  | M cycles: | T states: | usec <br> @ 2 MHz |
| :--- | :---: | :---: | :---: |
| condition <br> true: <br> condition <br> not true: | 5 | 17 | 8.5 |

Addressing Mode: Immediate.

Byte Codes:

$$
\begin{aligned}
& \text { CC: } N Z . Z ~ \\
& \hline \text { UC } \\
& \begin{array}{|l|l|l|l|l|l|l|l|}
\hline C 4 & C C & D 4 & D C & E 4 & E C & F 4 & F C \\
\hline
\end{array}
\end{aligned}
$$

Flags:


Example:
CALL Z, BO42

Before:

$5 P \square$ BB12

After:



## CALL pq Call subroutine at location pq.

Function:

$$
\begin{aligned}
& (\mathrm{SP}-1) \leftarrow \mathrm{PC}_{\text {high }} ;(\mathrm{SP}-2) \leftarrow \mathrm{PC}_{\text {low }} ; \mathrm{SP} \leftarrow \mathrm{SP} \\
& -2 ; \mathrm{PC} \leftarrow \mathrm{pq}
\end{aligned}
$$

Format:

|  | , | 0 |  |  | 1 |  |  |  |  | byte 1: CD |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\xrightarrow{11}$ |  |  |  |  |  |  |  |  |  | byte 2: address, low |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |

Description: $\quad$ The contents of the program counter are pushed onto the stack as described for the PUSH instructions. The contents of the memory location immediately following the opcode are then loaded into the low order half of the PC and the contents of the second memory location after the opcode are loaded in the high order half of the PC. The next instruction will be fetched from this new address.

Data Flow:

Timing:
5 M cycles; 17 T states: $8.5 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Immediate.

# THE Z80 INSTRUCTION SET 

Flags:


## Example:

CALL 40Bl


CCF Complement carry flag.

Function: $\quad \mathrm{C} \leftarrow \overline{\mathrm{C}}$

Format:

| 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The carry flag is complemented.

Data Flow:


Timing:
1 M cycle; 4 T states: 2 usec @ 2 MHz

Addressing Mode: Implicit.

Flags:


CP s Compare operand s to accumulator.

Function:
A - s
Format:
s: may be $n$, (HL), (IX + d), or (IY + d).
r

| 1 | 0 | 1 | 1 | 1 |  |
| :--- | :--- | :--- | :--- | :--- | :--- |

n

byte 2 : immediate data
(HL)

byte 1: BE
$(I X+d)$

byte 1: DD

byte 3: offset value

| $(\mathrm{IY}+\mathrm{d})$ |
| :--- |
| 1 1 1 1 1 1 0 1$\quad$ byte $1: \mathrm{FD}$ |


| 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


byte 3 : offset value
$r$ may be any one of:
A - 111
E-011
B -000
H - 100
C - 001
L-101
D - 010

Description: The specified operand is subtracted from the accumulator, and the result is discarded. s is defined in the description of the similar ADD instructions.


Timing:

| s: | M cycles: | T states: | $u s e c$ <br> 2 MHz: |
| :--- | :---: | :---: | :---: |
| r | 1 | 4 | 2 |
| n | 2 | 7 | 3.5 |
| (HL) | 2 | 7 | 3.5 |
| (IX + d) | 5 | 19 | 9.5 |
| (IY + d) | 5 | 19 | 9.5 |

Addressing Modes: r : implicit; n : immediate; (HL): indirect; $(I X+d),(I Y+d):$ indexed

Byte Coder ${ }^{-}$
CP r:

| $B F$ | $B 8$ | $B 9$ | $B A$ | $B B$ | $B C$ | $B D$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |

Flags:


Example: CP (HL)

Before:

$H \square \mathrm{B2O3}$ $\mathrm{L} \quad \mathrm{H}$

After:

$\mathrm{H} \square$

CPD Compare with decrement.

Function: $\quad \mathrm{A}-[\mathrm{HL}] ; \mathrm{HL} \longleftarrow \mathrm{HL}-1 ; \mathrm{BC} \longleftarrow \mathrm{BC}-1$
Format:


| 1 | 0 | 1 | 0 | 1 | 0 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The contents of the memory location addressed by the HL register pair are subtracted from the contents of the accumulator and the result is discarded. Then both the HL register pair and the BC register pair are decremented.

Data Flow:


Timing:
4 M cycles; 16 T states: 8 usec @ 2 MHz

Addressing Mode: indirect.

Flags:


## Example:

CPD

Before:
After:


|  |
| :---: |
| $A D$ |
| $A 9$ |
|  |
| OBJECT CODE |



CPDR Block compare with decrement.

Function: $\quad \mathrm{A}-[\mathrm{HL}] ; \mathrm{HL}-\mathrm{HL}-1 ; \mathrm{BC}-\mathrm{BC}-1$; Repeat until $\mathrm{BC}=0$ or $\mathrm{A}=[\mathrm{HL}]$

Format:

byte 1: ED
$\square$ byte 2: B9

Description: $\quad$ The contents of the memory location addressed by the HL register pair are subtracted from the contents of the accumulator and the result is discarded. Then both the BC register pair and the HL register pair are decremented. If $B C=0$ and $A=[H L]$, the program counter is decremented by two and the instruction is re-executed.

## Data Flow:



Timing:
$\mathrm{BC}=0$ or $\mathrm{A}=[\mathrm{HL}]: 4 \mathrm{M}$ cycles; 16 T states: 8 usec @ 2 MHz
$\mathrm{BC}=0$ and $\mathrm{A}=[\mathrm{HL}]: 5 \mathrm{M}$ cycles; 21 T states:
10.5 usec @ 2 MHz

Flags:


## Example:

CPDR

## Before:


H $\qquad$


## CPI Compare with increment.

Function: $\quad \mathrm{A}-\{\mathrm{HL}] ; \mathrm{HL}-\mathrm{HL}+1 ; \mathrm{BC}-\mathrm{BC}-1$

Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| byte 1: ED |  |  |  |  |  |  |  |
| 1 0 1 0 0 0 0 1 |  |  |  |  |  |  |  |$.$| byte 2: A1 |
| :--- |

Description: The contents of the memory location addressed by the HL register pair are subtracted from the contents of the accumulator and the result is discarded. The HL register pair is incremented and the BC register pair is decremented.

Data Flow:


Timing:
4 M cycles; 16 T states: $8 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: indirect.

Flags:

Example:

## CPI

Before:
After:

$\mathrm{H} \square \mathrm{L}$


CPIR Block compare with increment.

Function:
$\mathrm{A}-[\mathrm{HL}] ; \mathrm{H} \simeq \mathrm{HL}+1 ; \mathrm{BC} \simeq \mathrm{BC}-1$; Repeat until $\mathrm{BC}=0$ or $\mathrm{A}=[\mathrm{HL}]$

Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 1 | 0 | 1 | 1 | 0 | 0 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The contents of the memory location addressed by the HL register pair are subtracted from the contents of the accumulator and the result is discarded. Then the HL register pair is incremented and the $B C$ register pair is decremented. If $B C \neq 0$ and $A$ $\neq$ [HL], then the program counter is decremented by 2 and the instruction is re-executed.

## Data Flow:



Timing: $\quad \mathrm{BC}=0$ or $\mathrm{A}=[\mathrm{HL}]: 4 \mathrm{M}$ cycles; 16 T states: $8 \mathrm{usec} @ 2 \mathrm{MHz}$
BC $\neq 0$ and $\mathrm{A} \neq[\mathrm{HL}]: 5 \mathrm{M}$ cycles; 21 T states:
10.5 usec @ 2 MHz

Addressing Mode: indirect.

## Flags:



## Example:

CPIR

Before:


After:



## CPL

Function: $\quad \mathrm{A} \leftarrow \overline{\mathrm{A}}$

Format:

| 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | 2 F

Description: The contents of the accumulator are complemented, or inverted, and the result is stored back in the accumulator (one's complement).

Data Flow:


Timing:
1 M cycle; 4 T states; 2 usec @ 2 MHz

Addressing Mode: Implicit.

Flags:


Example:
CPL

Before:
After:

$\square$
430
A

DAA
Decimal adjust accumulator.

Function:
See below.

Format:

| 0 | 0 | 1 | 0 | 0 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: The instruction conditionaly adds " 6 " to the right and/or left nibble of the accumulator, based on the status register, for BCD conversion after arithmetic operations.

| N | C | value of <br> high nibble | H | value of <br> low nibble | \# added <br> to A | C after <br> execution |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $0-9$ | 0 | $0-9$ | 00 | 0 |
| (ADD, | 0 | $0-8$ | 0 | A-F | 06 | 0 |
| ADC, | 0 | $0-9$ | 1 | $0-3$ | 06 | 0 |
| INC) | 0 | A-F | 0 | $0-9$ | 60 | 1 |
|  | 0 | $9-\mathrm{F}$ | 0 | A-F | 66 | 1 |
|  | 0 | A-F | 1 | $0-3$ | 66 | 1 |
|  | 1 | $0-2$ | 0 | $0-9$ | 60 | 1 |
|  | 1 | $0-2$ | 0 | A-F | 66 | 1 |
|  | 1 | $0-3$ | 1 | $0-3$ | 66 | 1 |
| 1 | 0 | $0-9$ | 0 | $0-9$ | 00 | 0 |
| (SUB, | 0 | $0-8$ | 1 | $6-\mathrm{F}$ | FA | 0 |
| SBC, | 1 | $7-\mathrm{F}$ | 0 | $0-9$ | AO | 1 |
| DEC, | 1 | $6-\mathrm{F}$ | 1 | $6-\mathrm{F}$ | 9 A | 1 |
| NEG) |  |  |  |  |  |  |

Data Flow:


Timing:
1 M cycle; 4 T states; 2 usec @ 2 MHz

Addressing Mode: Implicit.

Flags:


Example: DAA


## DEC m Decrement operand m.

Function: $\quad \mathrm{m} \leftarrow \mathrm{m}-1$

Format:
m: may be $\mathrm{r},(\mathrm{HL}),(\mathrm{IX}+\mathrm{d}),(\mathrm{IY}+\mathrm{d})$
r

(HL)

$(\mathrm{IX}+\mathrm{d})$
 byte 1: DD

| 0 | 0 | 1 | 1 | 0 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | byte 2: 35


byte 3 : offset value
$(I Y+d)$

byte 1: FD
byte 2: 35


Description: $\quad$ The contents of the location addressed by the specific operand are decremented and stored back at that location.mis defined in the description of the similar INC instructions.

## Data Flow:



Timing:

| $\mathrm{m}:$ | M cycles: | T states: | usec <br> $2 M H z:$ <br> r <br> (HL)$\quad 1$ |
| :--- | :---: | :---: | :---: |
| 4 | 2 |  |  |
| (IX + d) | 6 | 11 | 5.5 |
| (IY + d) | 6 | 23 | 11.5 |

Addressing Mode: r; implicit; (HL): indirect; (IX + d), (IY + d): indexed.

Byte Codes:
DEC r

I: \begin{tabular}{c}
$A$ <br>
\hline

 

\hline $3 D$ \& 05 \& $O D$ \& 15 \& $1 D$ \& 25 \& $2 D$ <br>
\hline
\end{tabular}

Flags:


Example: DEC C

Before:
OF

After:


## $\mathbb{D E C}$ rir Decrement register pair rr.

## Function:

$$
\mathrm{rr} \leftarrow \mathrm{rr}-1
$$

Format:

| 0 | 0 | $r$ | $r$ | 1 | 0 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The contents of the specified register pair are decremented and the result is stored back in the register pair. rr may be any one of:

$$
\begin{array}{lr}
B C-00 & H L-10 \\
D E-01 & S P-11
\end{array}
$$

Data Flow:


Timing: $\quad 1 \mathrm{M}$ cycle; 6 T states; $3 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Implicit.

Byte Codes:

II: $\begin{gathered}|$| $B C$ | $D E$ | $H L$ | $S P$ |
| :--- | :--- | :--- | :--- |
| $O B$ | $1 B$ | $2 B$ | $3 B$ |\end{gathered}

Flags:

(no effect).

Example:
DEC BC
Before:
After:
 3810

## DEC IX Decrement IX.

Function: $I X \leftarrow I X-1$

Format:


Description:
The contents of the IX register are decremented and the result is stored back in IX.

Data Flow:


Timing:
2 M cycles; 10 T states; 5 usec @ 2 MHz

Addressing Modes: Implicit.

Flags:


Example:
DEC IX

Before:
After:

$1 \times \square$


## DEC IY Decrement IY.

Function: $\quad$ IY $\leftarrow I Y-1$

Format:


Description:
The contents of the IY register are decremented and the result is stored back in IY.

## Data Flow:

Timing:
2 M cycles; 10 T states; 5 usec @ 2 MHz

Addressing Mode: Implicit.

Flags:


Example: DEC IY

Before:

IY $\square$


OBJECT CODE

After:

DI
Disable interrupts.

Function: $\quad$ IFF $\leftarrow 0$

Format:


Description: The interrupt flip-flops are reset, thereby disabling all maskable interrupts. A maskable interrupt may be disabled during its execution by DI. It is reenabled by an EI instruction.

Timing: $\quad 1 \mathrm{M}$ cycle; 4 T states; $2 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Implicit.

Flags:


Function: $\quad \mathrm{B} \leftarrow \mathrm{b}-1$; if $\mathrm{B} \neq 0: \mathrm{PC} \leftarrow \mathrm{PC}+\mathrm{e}$

Format:

byte 1: 10
byte 2 : offset value

Description: $\quad$ The B register is decremented. If the result is not zero, the immediate offset value is added to the program counter using two's complement arithmetic so as to enable both forward and backward jumps. The offset value is added to the value of $\mathrm{PC}+2$ (after the jump). As a result, the effective offset is -126 to +129 bytes. The assembler automatically subtracts from the source offset value to generate the hex code.

Data Flow:


Timing:
$\mathrm{B} \neq 0: 3 \mathrm{M}$ cycles; 13 T states; 6.5 usec @ 2 MHz . $\mathrm{B}=0: 2 \mathrm{M}$ cycles; 8 T states; 4 usec @ 2 MHz

Addressing Modes: Immediate.

Flags:


Example: $\quad$ DJNZ $\$-5 \quad(\$=$ current $P C)$

Before:
51
PC $\square$
After:


B

EI Enable interrupts.

Function: $\quad$ IFF $\leftarrow 1$

Format:


Description: The interrupt flip-flops are set, thereby enabling maskable interrupts after the execution of the instruction following the EI instruction. In the meantime maskable interrupts are disabled.

Timing:
1 M cycle; 4 T states; 2 usec @ 2 MHz

Addressing Mode: Implicit.

Flags:


Example: $\quad$ A usual sequence at the end of an interrupt routine is: EI
RETI
The maskable interrupt is re-enabled following completion of RETI.
$\mathbb{E X} \mathbf{A F}, \mathbf{A F}^{\prime} \quad$ Exchange accumulator and flags with alternate registers.

Function:
$A F-F^{\prime}$

Format:

| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description:
The contents of the accumulator and status register are exchanged with the contents of the alternate accumulator and status register.

Data Flow:


Timing: 1 M cycle; 4 T states; 2 usec @ 2 MHz

Addressing Mode: Implicit.

Flags:


Example: EX AF, AF

Before:


OBJECT CODE


A 1 | 90 | 3 A |
| :---: | :---: |



After:

EX DE, HL Exchange the HL and DE registers.

Function: $\quad \mathrm{DE} \longleftrightarrow \mathrm{HL}$

Format:

| 1 | 1 | 1 | 0 | 1 | 0 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The contents of the register pairs DE and HL are exchanged.

Data Flow:


Timing: 1 M cycle; 4 T states; 2 usec @ 2 MHz

Addressing Mode: Implicit.

Flags:


Example: EX DE, HL


Before:

| $D$ |  |
| :---: | :---: |
| $H$ | A4E6 |



EX (SP), HL Exchange HL with top of stack.

Function: $\quad(\mathrm{SP}) \leftarrow \mathrm{L} ;(\mathrm{SP}+1) \leftarrow \mathrm{H}$

Format:

| 1 | 1 | 1 | 0 | 0 | 0 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The contents of the L register are exchanged with the contents of the memory location addressed by the stack pointer. The contents of the H register are exchanged with the contents of the memory location immediately following the one addressed by the stack pointer.

Data Flow:


Timing: $\quad 5 \mathrm{M}$ cycles; 19 T states; 9.5 usec @ 2 MHz

Addressing Mode: Indirect.

Flags:


Example:
EX (SP), HL

Before:


After



OBJECT CODE


EX (SP), IX Exchange IX with top of stack.

Function:
$(\mathrm{SP}) \leftrightarrow \mathrm{IX}_{\text {low }} ;(\mathrm{SP}+1) \leftrightarrow \mathrm{IX}_{\text {high }}$
Format:

| 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 1 | 1 | 1 | 0 | 0 | 0 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description:
The contents of the low order of the IX register are exchanged with the contents of the memory location addressed by the stack pointer. The contents of the high order of the IX register are exchanged with the contents of the memory location immediately following the one addressed by the stack pointer.

## Data Flow:



Timing: $\quad 6 \mathrm{M}$ cycles; 23 T states; $11.5 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: Indirect.

Flags:


Example: EX (SP), IX

Before:
$1 \times \square$
SP $\quad 0402$

After:


$\mathbf{E X}(\mathbb{S P}), \mathbb{I} \quad$ Exchange IY with top of stack.

Function: $(\mathrm{SP}) \leftrightarrow \mathrm{IY}_{\text {low }} ;(\mathrm{SP}+1) \leftrightarrow \mathrm{I}_{\text {high }}$

Format:


Description: $\quad$ The contents of the low order of the IY register are exchanged with the contents of the memory location addressed by the stack pointer. The contents of the high order of the IY register are exchanged with the contents of the memory location immediately following the one addressed by the stack pointer.

Data Flow:


Timing: $\quad 6 \mathrm{M}$ cycles; 23 T states; $11.5 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Indirect.
Flags:


Example: EX (SP), IY

## Before:



$\mathbb{E X X} \quad$ Exchange alternate registers.

Function: $\quad \mathrm{BC} \leftrightarrow \mathrm{BC}^{\prime} ; \mathrm{DE} \leftrightarrow \mathrm{DE} \dot{\mathrm{I}} ; \mathrm{HL} \leftrightarrow \mathrm{HL}^{\prime}$

Format:

| 1 | 1 | 0 | 1 | 1 | 0 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description:
The contents of the general purpose registers are exchanged with the contents of the corresponding alternate registers.

Data Flow:


Timing: 1 M cycle; 4 T states; 2 usec @ 2 MHz

Addressing Mode: Implicit.

Flags:


Example: EXX

Before:

| $A$ | 04 |
| :---: | :---: |
| $B$ | $2 B$ |
| $D$ | 26 |
| $H 4$ | 02 |
| $F 1$ | $D O$ |


| $A^{\prime}$ | $3 F$ | $2 A$ |
| :--- | :--- | :--- |
| $B^{\prime}$ | $8 C$ | 00 |
| $D^{\prime}$ | $F^{\prime}$ |  |
| $C^{\prime}$ |  |  |
| $H^{\prime}$ | 43 | $D 0$ |


| $A^{\prime}$ | $3 F$ | $2 A$ |
| :---: | :---: | :---: |
| $B^{\prime}$ | 39 | 26 |
| $D^{\prime}$ | 54 | 02 |
| $H^{\prime}$ | $\mathrm{FI}^{\prime}$ | $\mathrm{Cl}^{\prime}$ |
| $\mathrm{E}^{\prime}$ |  |  |

## HALT

Halt CPU.

Function: CPU suspended.
Format:

| 0 | 1 | 1 | 1 | 0 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ CPU suspends operation and executes NOP's so as to continue memory refresh cycles, until interrupt or reset is received.

Timing: $\quad 1 \mathrm{M}$ cycle; 4 T states; $2 \mathrm{usec} @ 2 \mathrm{MHz}+$ indefinite Nop's.

Addressing Mode: Implicit.

Flags:
 (no effect).

## IM 0 Set interrupt mode 0 condition.

Function: Internal interrupt control.

Format:


Description: $\quad$ Sets interrupt mode 0 . In this condition, the interrupting device may insert one instruction onto the data bus for execution, the first byte of which must occur during the interrupt acknowledge cycle.

Timing:
2 M cycle; 8 T states; 4 usec @ 2 MHz

Addressing Mode: Implicit.

Flags:


IM 1 Set interrupt mode 1 condition.

Function: Internal interrupt control.

## Format:



| 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: Sets interrupt mode 1. A RST 0038H instruction will be executed when an interrupt occurs.

## Data Flow:



Timing:
2 M cycles; 8 T states; 4 usec @ 2 MHz

Addressing Mode: Implicit.

Flags:

(no effect).

IM 2 Set interrupt mode 2 condition.

Function: Internal interrupt control.

Format:


| 0 | 1 | 0 | 1 | 1 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

byte 2: 5E

Description: Set interrupt mode 2. When an interrupt occurs, one byte of data must be provided by the peripheral which is used as the low order of an address. The high order of this vector address is taken from the contents of the I register. This points to a second address stored in memory, which is loaded into the program counter and begins execution.

Timing: $\quad 2 \mathrm{M}$ cycles; 8 T states; $4 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Implicit.

Flags:


IN $\mathbf{r},(\mathbf{C}) \quad$ Load register r from port(C)
Function:

$$
r \leftarrow(C)
$$

Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | byte 1: ED |  |  |  |  |  |  |
| 0 | 1 | - | $r$ |  |  |  |  |

Description: The peripheral device addressed by the contents of the C register is read and the result is loaded into the specified register.
C provides bits A0 to A7 of the address bus. B provides bits A8 to A15.

Data Flow:

r may be any one of:
A - 111
E-011
B - 000
H-100
C -001
L - 101
D - 010

Timing:
3 M cycles; 12 T states; 6 usec @ 2 MHz

Addressing Mode: External.

Byte Codes:


Flags:


It is important to note that INA, (N) does not have any effect on the flags, while $\mathrm{IN} \mathrm{r},(\mathrm{C})$ does.

Example: IN D,(C)

Before:
After:


OBJECT CODE

IN A, (N) Load accumulator from input port N .
Function: $\quad \mathrm{A} \leftarrow(\mathrm{N})$

## Format:

 byte 1: DB


Description:
The peripheral device N is read and the result is loaded into the accumulator.
The literal N is placed on lines A 0 to A 7 of the address bus. A supplies bits A8 to A15.

Data Flow:


Timing:
3 M cycles; 11 T states; 5.5 usec @ 2 MHz
Addressing Mode: External.

Flags:

(no effect).

Example: IN A, (B2)

Before:
After:

$A 84$


## $\mathbf{1 N C}$ r Increment register $r$.

Function:
Format:

Description:

$$
\mathrm{r} \leftarrow \mathrm{r}+1
$$

| 0 | 0 | $\square$ | , |  | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | 00.

The contents of the specified register are incremented. r may be any one of:
A - 111
E-011
B - 000
H -100
C -001
L-101
D - 010

Data Flow:


Timing: $\quad 1 \mathrm{M}$ cycle; 4 T states; 2 usec @ 2 MHz
Addressing Mode: Implicit.
Byte Codes:

r: | $A$ | $B$ | $C$ | $D$ | $E$ | $H$ | $L$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $3 C$ | 04 | $O C$ | 14 | $1 C$ | 24 | $2 C$ |

Flags:


Example: INC D

|  |
| :---: |
| 14 |
|  |
| $\substack{\text { OBJECT } \\ \text { CODE }}$ |

Before:
D 06
After:
D


INC rr Increment register pair rr.

Function: $\quad \mathrm{rr} \leftarrow \mathrm{rr}+1$

Format:

| 0 | 0 | $r$ | $r$ | 0 | 0 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description:
The contents of the specified register pair are incremented and the result is stored back in the register pair. rr may be any one of:

$$
\begin{array}{rr}
B C-00 & H L-10 \\
D E-01 & S P-11
\end{array}
$$

Data Flow:


Timing:
1 M cycle; 6 T states; $3 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Implicit.

Byte Codes:


Example:
INC HL

Before:
After:


INC (HL)
Increment indirectly addressed memory location (HL).

Function: $\quad(\mathrm{HL}) \leftarrow(\mathrm{HL})+1$
Format:

| 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: The contents of the memory location addressed by the HL register pair are incremented and stored back at that location.

Data Flow:


Timing:
3 M cycles; 11 T states; $5.5 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: Indirect.

## Flags:



Example:
INC (HL)

Before:


After:


INC (IX + d) Increment indexed addressed memory location $(I X+d)$.

Function: $\quad(\mathrm{IX}+\mathrm{d}) \leftarrow(\mathrm{IX}+\mathrm{d})+1$

Format:


Description: $\quad$ The contents of the memory location addressed by the contents of the IX register pius the given offset value are incremented and stored back at that location.

Data Flow:


Timing: 6 M cycles; 23 T states; 11.5 usec @ 2 MHz

Addressing Mode: Indexed.

Flags:


# THE Z80 INSTRUCTION SET 

Example: $\quad$ INC $(\mathrm{IX}+2)$


After:



OBJECT
CODE


INC (IIY + d) Increment indexed addressed memory location (IY $+\mathrm{d})$.

Function:

$$
(I Y+d) \leftarrow(I Y+d)+1
$$

Format:

| 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | byte 2:34



Description:
The contents of the memory location addressed by the contents of the IY register plus the given offset value are incremented and stored back at that location.

Data Flow:


Timing:
6 M cycles; 23 T states; 11.5 usec @ 2 MHz

Addressing Mode: Indexed.

Flags:

Example:
INC (IY +0$)$

Before:
$1 Y \square 0601$

After:



OBJECT
CODE


## INC IX Increment IX.

Function: $\quad$ IX $\leftarrow \mathrm{IX}+1$

Format:


| 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description:
The contents of the IX register are incremented and the result is stored back in IX.

Data Flow:


Timing:
2 M cycles; 10 T states; 5 usec @ 2 MHz
Addressing Mode: Implicit.
Flags:


Example:
INC IX

Before:
ix
$\square$

After:


OBJECT CODE

INC IY
Increment IY

Function: $I Y \leftarrow I Y+1$

Format:


| 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The contents of the IY register are incremented and the result is stored back in IY.

Data Flow:


Timing: 2 M cycles; 10 T states; 5 usec @ 2 MHz

Addressing Mode: Implicit.

Flags:
 (no effect).

Example: INC IY

Before:
$1 Y \square 36 \mathrm{BI}$
IY


After:


OBJECT CODE

IND Input with decrement.

Function: $\quad(\mathrm{HL}) \leftarrow(\mathrm{C}) ; \mathrm{B} \leftarrow \mathrm{B}-1 ; \mathrm{HL} \leftarrow \mathrm{HL}-1$

Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | byte 1: ED $2:$ AA

Description: The peripheral device addressed by the C register is read and the result is loaded into the memory locaton addressed by the HL register pair. The B register and the HL register pair are then each decremented.

Data Flow:

Timing:
4 M cycles; 16 T states; 8 usec @ 2 MHz

Addressing Mode: External.

Flags:


Before:



26 PORT

After:

nゥ89



INDR Block input with decrement.
Function: $\quad(\mathrm{HL}) \leftarrow(\mathrm{C}) ; \mathrm{B} \leftarrow \mathrm{B}-1 ; \mathrm{HL} \leftarrow \mathrm{HL}-1$ Repeat until $B=0$

Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 1 | 1 | 1 | 0 | 1 | 0 | byte 1: ED

Description: $\quad$ The peripheral device addressed by the C register is read and the result is loaded into the memory location addressed by the HL register pair. Then the B register and the HL register pair are decremented. If B is not zero, the program counter is decremented by 2 and the instruction is re-executed.

## Data Flow:



Timing:
$\mathrm{B}=0: 4 \mathrm{M}$ cycles; 16 T states; $8 \mathrm{usec} @ 2 \mathrm{MHz}$. $\mathrm{B} \neq 0: 5 \mathrm{M}$ cycles; 21 T states; 10.5 usec @ 2 MHz .

Addressing Mode: External

Flags:


## Example: <br> INDR

Before:



After:


| 86 |
| :---: |
| 56 |



| BF |
| :---: |
| 56 |



OBJECT CODE



INI

Function:

$$
(\mathrm{HL}) \leftarrow(\mathrm{C}) ; \mathrm{B} \leftarrow \mathrm{~B}-1 ; \mathrm{HL} \leftarrow \mathrm{HL}+1
$$

## Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | | 1 | 0 | 1 | 0 | 0 | 0 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The peripheral device addressed by the C register is read and the result is loaded into the memory location addressed by the HL register pair. The B register is decremented and the HL register pair is incremented.

The contents of $C$ are placed on the low half of the address bus. The contents of B are placed on the high half. I/O selection is generally made by C, i.e., by A0 to A7. B is a byte counter.

Data Flow:


Timing: 4 M cycles; 16 T states; 8 usec @ 2 MHz

Addressing Mode: External.

Flags:

| 5 | z | H | P/V N |  | C |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ? | $x$ | ? | ? | 1 |  |

Z is set if $\mathrm{B}=0$ after execution, Reset otherwise

## Example: <br> INI

Before: After:


OBJECT CODE

INIR Block input with increment.

Function:
$(\mathrm{HL}) \leftarrow(\mathrm{C}) ; \mathrm{B} \leftarrow \mathrm{B}-1 ; \mathrm{HL} \leftarrow \mathrm{HL}+1$; Repeat until $\mathrm{B}=0$

Format:

| 1 | 0 | 1 | 1 | 0 | 0 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

byte 1: ED
byte 2: B2

Description:
The peripheral device addressed by the C register is read and the result is loaded into the memory location addressed by the HL register pair. The B register is decremented and the HL register pair is incremented. If B is not zero, the program counter is decremented by 2 and the instruction is reexecuted.

Data Flow:


Timing: $\mathrm{B}=0: 4 \mathrm{M}$ cycles; 16 T states; 8 used @ 2 MHz . $B \neq 0: 5 \mathrm{M}$ cycles; 21 T states; 10.5 usec @ 2 MHz .

Addressing Mode: External.

Flags:


## Example: <br> INIR

Before: After:



$\frac{21}{51}$ PORT

```
91A7
```




JP ce, $\mathbf{p q} \quad$ Jump on condition to location pq.

Function: $\quad$ if cc true: $\mathrm{PC} \leftarrow \mathrm{pq}$
Format:

Description: If the specified condition is true, the two-byte address immediately following the opcode will be loaded into the program counter with the first byte following the opcode being loaded into the low order of the PC. If the condition is not met, the address is ignored. ce may be any one of:

| $N Z-000$ | no zero |
| ---: | :--- |
| $Z-001$ | zero |
| $N C-010$ | no carry |
| $C-011$ | carry |
| $P O-100$ | parity odd |
| $P E-101$ | parity even |
| $P-110$ | plus |
| $M-111$ | minus |



Timing: 3 M cycles; 10 T states; 5 usec @ 2 MHz

Addressing Mode: Immediate.

Byte Codes:

| $C$ C | NZ | $Z$ | NC | $C$ | PO | PE | P | $M$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | C2 | CA | D2 | DA | E2 | EA | F2 | FA |

Flags:


Example: JP C.3B24

Before:
After:


JP pq Jump to location pq.
Function: $\quad \mathrm{PC} \leftarrow \mathrm{pq}$
Format:

Description:

byte 2 : address, low order

byte 3: address, high order The contents of the memory location immediately following the opcode are loaded into the low order half of the program counter and the contents of the second memory location immediately following the opcode are loaded into the high order of the program counter. The next instruction will be fetched from this new address.

Data Flow:


Timing: 3 M cycles; 10 T states; 5 usec @ 2 MHz

Addressing Mode: Immediate.
Flags:


Example: JP 3025

Before:
$\square$
PC

After:


JP (HL) Jump to HL.

Function: $\quad \mathrm{PC} \leftarrow \mathrm{HL}$
Format:

| 1 | 1 | 1 | 0 | 1 | 0 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The contents of the HL register pair are loaded into the program counter. The next instruction is fetched from this new address.

Data Flow:


Timing:
1 M cycle; 4 T states; 2 usec @ 2 MHz

Addressing Mode: Implicit.

Flags:


Example: JP (HL)



After:


Before:

## $\mathbb{J P}$ (IX) Jump to IX.

Function: $\quad \mathrm{PC} \leftarrow \mathrm{IX}$

## Format:



Description:
The contents of the IX register are loaded into the program counter. The next instruction is fetched from this new address.

Data Flow:


IX


PC

Timing: $\quad 2 \mathrm{M}$ cycles; 8 T states; 4 usec @ 2 MHz Addressing Mode: Implicit.

Flags:


Example: JP (IX)

Before:


PC


[^3]
## JP (IY)

Function:

Format:

byte 1: FD
byte 2: E9

Description:
The contents of the IY register are moved into the program counter. The next instruction will be fetched from this new address.

Data Flow:

$P C$
Timing: $\quad 2 \mathrm{M}$ cycles; 8 T states; $4 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: Implicit.
Flags:


Example: JP (IY)

Before:


PC E410

After:


JR ce, e Jump e relative on condition.

Function: $\quad$ if cc true, $\mathrm{PC} \leftarrow \mathrm{PC}+\mathrm{e}$
Format:


Description: If the specified condition is met, the given offset value is added to the program counter using two's complement arithmetic so as to enable both forward and backward jumps. The offset value is added to the value of $\mathrm{PC}+2$ (after the jump). As a result, the effective offset is -126 to +129 bytes. The assembler automatically subtracts 2 from the source offset value to generate the hex code. If the condition is not met, the offset value is ignored and instruction execution continues in sequence. cc may any one of:

$$
\begin{array}{rr}
N Z-00 & N C-10 \\
Z-01 & C-11
\end{array}
$$



Timing:

|  | $M$ cycles: | T states: | @ $2 \mathrm{MHz}:$ |
| :--- | :---: | :---: | :---: |
| condition <br> met: | 3 | 12 | 6 |
| condition <br> not met: | 2 | 7 | 3.5 |

Addressing Mode: Immediate.

Byte Codes:

cc: | $N Z$ | $Z$ | $N C$ | $C$ |
| :--- | :--- | :--- | :--- |
| 20 | 28 | 30 | 38 |

Flags:


Example:
JR NC, \$ - 3
$\$=$ current $P C$

Before:
After:
0 F

00
$P C \square B 000$


$\square$

JRe
Function:
Format:

Description:

Jump e relative.

$$
\mathrm{PC} \leftarrow \mathrm{PC}+\mathrm{e}
$$



The given offset value is added to the program counter using two's complement arithmetic so as to enable both forward and backward jumps. The offset value is added to the value of PC +2 (after the jump). As a result, the effective offset is -126 to +129 bytes. The assembler automatically subtracts 2 from the source offset value to generate the hex code.


Timing:
3 M cycles; 12 T states; 6 usec @ 2 MHz
Addressing Mode: Immediate.
Flags:


Example: JR D4

Before:

$$
\mathrm{PC} \square \mathrm{~B} 100
$$

After:

LD dd, (nn) Load register pair dd from memory locations addressed by nn .
Function: $\quad \mathrm{dd}_{\text {low }} \leftarrow(\mathrm{nn})$; $\mathrm{dd}_{\text {high }} \leftarrow(\mathrm{nn}+1)$

Format:

Description:
The contents of the memory location addressed by the memory locations immediately following the opcode are loaded into the low order of the specified register pair. The contents of the memory location immediately following the one previously loaded are then loaded into the high order of the register pair. The low order byte of the nn address immediately follows the opcode. dd may be any one of:

$$
\begin{array}{lr}
\mathrm{BC}-00 & \mathrm{HL}-10 \\
\mathrm{DE}-01 & \mathrm{SP}-11
\end{array}
$$

Data Flow:


Timing: 6 M cycles; 20 T states; $10 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Direct.
Byte Codes:

| dd: | $B C$ | $D E$ | $H L$ |
| ---: | :--- | :--- | :--- |
| $4 B$ | $5 B$ | $6 B$ | $7 B$ |

Flags:


Example: LD DE, (5021)

Before:


After:



## LD dd, nn Load register pair dd with immediate data nn.

Function: $\mathrm{dd} \leftarrow \mathrm{nn}$

Format:

byte 2: immediate data, low order
byte 3: immediate data, high order

Description: The contents of the two memory locations immediately following the opcode are loaded into the specified register pair. The lower order byte of the data occurs immediately after the opcode.dd may be any one of:

$$
\begin{array}{lr}
B C-00 & H L-10 \\
D E-01 & S P-11
\end{array}
$$

Data Flow:


Timing: 3 M cycles; 10 T states; 5 usec @ 2 MHz

Addressing Mode: Immediate.

Byte Codes: dd: $B C$ DE

| 01 | 11 | 21 | 31 |
| :--- | :--- | :--- | :--- |

Flags:

(no effect)

Example: $\quad$ LD DE, 4131

Before: After:


|  |
| :---: |
| 11 |
| 31 |
| 41 |
|  |

LDr, $n$ Load register $r$ with immediate data $n$.

Function: $\quad \mathrm{r} \leftarrow \mathrm{n}$
Format:

| 0 | 0 | r | r | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- |

$\xrightarrow[1]{1}$

Description: The contents of the memory location immediately following the opcode location are loaded into the specified register. r may be any one of:
A - 111
E-011
B -000
H-100
C - 001
L-101
D - 010

Data Flow:


Timing:
2 M cycles; 7 T states; 3.5 usec @ 2 MHz
Addressing Mode: Immediate.

Byte Codes:
r: A

| $3 E$ | $O 6$ | $O E$ | 16 | IE | 26 | $2 E$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Flags:
 (no effect).
Example: LD C, 3B

Before: After:

$c \square 01$


OBJECT CODE
LDr, r' Load register $r$ from register $r^{\prime}$.

## Function: <br> $$
r \leftarrow r^{\prime}
$$

Format:


Description: $\quad$ The contents of the specified source register are loaded into the specified destination register. $r$ and r' may be any one of:
A - 111
E-011
B - 000
H -100
C - 001
L - 101
D -010

Data Flow:


Timing:
1 M cycle; 4 T states; 2 usec @ 2 MHz
Addressing Mode: Implicit.

Byte Codes:

> A B C C D E H L

| A | 7 F | 78 | 79 | 7A | 78 | 7 C | 7 D |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B | 47 | 40 | 41 | 42 | 43 | 44 | 45 |
| C | 4 F | 48 | 49 | 4 A | 4B | 4 C | 4 D |
| D | 57 | 50 | 51 | 52 | 53 | 54 | 55 |
| E | 4 F | 58 | 59 | 5A | 58 | 5 C | 50 |
| H | 67 | 60 | 61 | 62 | 63 | 64 | 65 |
| L | 6 F | 68 | 69 | 6A | 6 B | 6C | 6D |

(dest.)
Flags:


## Example:

Before:

$H \quad 80$
After:

$A \quad B C$


OBJECT CODE
$\mathbb{L D}(\mathbb{B C}), \mathbf{A} \quad$ Load indirectly addressed memory location (BC) from the accumulator.

Function: $\quad(\mathrm{BC}) \leftarrow \mathrm{A}$

Format:

| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: The contents of the accumulator are loaded into the memory location addressed by the contents of the BC register pair.

Data Flow:


Timing: $\quad 2 \mathrm{M}$ cycles; 7 T states; 3.5 usec @ 2 MHz
Addressing Mode: Indirect.

Flags:


Example:
LD (BC), A

Before:

$\mathbb{L D}(\mathbb{D E}), \mathbb{A} \quad$ Load indirectly addressed memory location (DE) from the accumulator.

Function:
$(\mathrm{DE}) \leftarrow \mathrm{A}$
Format:

| 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: The contents of the accumulator are loaded into the memory location addressed by the contents of the DE register pair.

Data Flow:


Timing:
2 M cycles; 7 T states; 3.5 usec @ 2 MHz

Flags:


Example:
LD (DE), A

Before:


D $\square$ D



$\mathbf{L D}(\mathbf{H L}), \mathbf{n} \quad$ Load immediate data n into the indirectly addressed memory location (HL).

Function: $\quad(\mathrm{HL}) \leftarrow \mathrm{n}$

Format:


Description: The contents of the memory location immediately following the opcode are loaded into the memory location indirectly addressed by the HL data counter.

Data Flow:


Timing:
3 M cycles; 10 T states; $5 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Immediate/indirect.

Flags:


## Example: <br> LD (HL), 5A



After:



OBJECT CODE

$\mathbf{L D}(\mathbf{H L}), \mathbf{r} \quad$ Load indirectly addressed memory location (HL) from register r .

Function: $\quad(\mathrm{HL}) \leftarrow \mathrm{r}$

Format:

| 0 | 1 | 1 | 1 | 0 | $\xrightarrow[1]{4}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The contents of the specified register are loaded into the memory location addressed by the HL register pair. $r$ may be any one of:
A -111
E-011
B -000
H -100
C -001
$L-101$
D - 010

Data Flow:

Timing:
2 M cycles; 7 T states; 3.5 usec @ 2 MHz

Addressing Mode: Indirect.

Byte Codes:

r: | A | $B$ | $C$ | $D$ | $E$ | $H$ | $L$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 77 | 70 | 71 | 72 | 73 | 74 | 75 |

PROGRAMMING THE Z80

Flags:


Example:
LD (HL), B

Before:

$H \quad \mathrm{C} 501$
After:
B

$\mathrm{H} \square \mathrm{C} 501$

$\mathbf{L D} \mathbf{r},(\mathbf{I X}+\mathbf{d})$ Load register $r$ indirect from indexed memory location (IX + d)

Function:

$$
r \leftarrow(I X+d)
$$

Format:

byte 1: DD
byte 2
byte 3: offset value

Description:
The contents of the memory location addressed by the IX index register plus the given offset value, are loaded into the specified register. r may be any one of:
A - 111
E-011
B -000
H - 100
C - 001
L - 101
D - 010

Data Flow:


Timing:
5 M cycles; 19 T states; 9.5 usec @ 2 MHz
Addressing Mode: Indexed.
Byte Codes:

$$
\begin{gathered}
\text { r: } \begin{array}{c|c|c|c|c|c|c|}
A & B & C & D & E & H & L \\
\hline D D- & \begin{array}{|c|c|c|c|c|}
\hline 7 E & 46 & 4 E & 56 & 5 E \\
\hline 66 & 6 E \\
\hline
\end{array}
\end{array} . \begin{array}{c}
\text { d }
\end{array}
\end{gathered}
$$

Flags:


Example:
LD E, (IX + 5)

Before:
After: E

15 E

IX $\qquad$ $1 \times \square 3020$


OBJECT CODE


LDr, (IY + d) Load register $r$ indirect from indexed memory location (IY +d )

Function: $\quad r \leftarrow(\mathrm{IY}+\mathrm{d})$

Format:


Description:
The contents of the memory location addressed by the IY index register plus the given offset value, are loaded into the specified register. r may be any one of:
A - 111
E-011
B -000
H - 100
C - 001
L - 101
D - 010

Data Flow:


Timing:
5 M cycles, 19 T states; 9.5 usec @ 2 MHz

Addressing Mode: Indexed.

Byte Codes:

| r:A B |
| :--- |
| FD | | $7 E$ | 46 | $4 E$ | 56 | 56 | 66 | $6 E$ | $-d$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

Flags:


Example:
LD A, (IY + 2)

Before:


IY $\quad 8005$

After:




OBJECT CODE

$\mathbf{L D}(\mathbf{I X}+\mathbf{d}), \mathbf{n} \quad$ Load indexed addressed memory location (IX + d) with immediate data $n$.

Function: $\quad(\mathrm{IX}+\mathrm{d}) \leftarrow \mathrm{n}$
Format:


Description: $\quad$ The contents of the memory location immediately following the opcode are transferred into the memory location addressed by the contents of the index register plus the given offset value.

Data Flow:


Timing: 5 M cycles; 19 T states; 9.5 usec @ 2 MHz

Addressing Mode: Indexed/immediate.

Flags:

Example:
LD (IX + 4), FF
Before:
$1 \times \square 8109$

After:
$1 \mathrm{X} \square$

|  |
| :---: |
| $D D$ |
| 36 |
| 04 |
| FF |
|  |



[^4]$\mathbf{L D}(\mathbf{I Y}+\mathbf{d}), \mathbf{n}$ Load indexed addressed memory location (IY + d) with immediate data $n$.

Function: $\quad(\mathrm{IY}+\mathrm{d}) \leftarrow \mathrm{n}$

Format:


Description: The contents of the memory location immediately following the opcode are transferred into the memory location addressed by the contents of the index register plus the given offset value.

Data Flow:

Timing:
5 M cycles; 19 T states; $9.5 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: Indexed/immediate.
Flags:


## Example: <br> LD (IY + 3), BA

Before:

IY $\square 0100$


IY $\square$


OBJECT CODE

$\mathbb{L D}(\mathbb{I} \mathbf{X}+\mathbf{d}), \mathbf{r} \quad$ Load indexed addressed memory location (IX + d) from register $r$.

Format:

byte 1:DD
byte 2
byte 3: offset value

Description:
The contents of the specified register are loaded into the memory location adressed by the contents of the index register plus the given offset value. r may be any one of:
A - 111
E-011
B - 000
H - 100
C - 001
L - 101
D - 010

Data Flow:

Timing:
5 M cycles; 19 T states; 9.5 usec @ 2 MHz

Addressing Mode: Indexed.

Byte Codes:

$$
\begin{aligned}
& \text { r: } \begin{array}{c|c|c|c|c|c|c|c|}
\text { A } & \text { B } & \text { C } & \text { D } & \text { E } & H & \text { L } \\
\hline \text { DD- } 77 & 70 & 71 & 72 & 73 & 74 & 75 \\
\hline
\end{array}
\end{aligned}
$$

Flags:


Example:
LD (IX + 1), C

Before:
After:

$\mathbf{L D}(\mathbb{I} \mathbf{Y}+\mathbf{d}), \mathbf{r} \quad$ Load indexed addressed memory location (IY + d) from register $r$.

Function: $(I Y+d) \leftarrow r$

Format:

byte 1: FD
byte 2
byte 3 : offset value

Description:
The contents of the specified register are loaded into the memory location addressed by the contents of the index register plus the given offset value. r may be any one of:
A - 111
E-011
B - 000
$\mathrm{H}-100$
C - 001
L - 101
D - 010

Data Flow:

Timing:
5 M cycles; 19 T states; 9.5 usec @ 2 MHz
Addressing Mode: Indexed.
Byte Codes:

r: \begin{tabular}{c|c|c|c|c|c|c|c|}
A \& B \& C \& D \& E \& H \& L <br>

\hline FD- \& | 7 | 70 | 71 | 72 |
| :--- | :--- | :--- | :--- | \& 73 \& 74 \& 75 \& $-d$

\end{tabular}

Flags:


Example:
LD $(\mathrm{IY}+3), \mathrm{A}$

Before:

$14 \square 5$

After:

$1 \mathrm{Y} \square$


OBJECT CODE


LD A, (nn) Load accumulator from the memory location (nn).

Function: $\quad \mathrm{A} \leftarrow(\mathrm{nn})$

Format:

byte 1:3A
byte 2: address, low order byte
byte 3: address, high order byte

Description: $\quad$ The contents of the memory location addressed by the contents of the 2 memory locations immediately following the opcode are loaded into the accumulator. The low byte of the address occurs immediately after the opcode.

## Data Flow:



Timing:
4 M cycles; 13 T states; $6.5 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: Direct.

Flags:

(no effect).

## Example: <br> LD A, (3301)

Before:
After:
$\qquad$


```
        2B
```

|  |
| :---: |
| $3 A$ |
| 01 |
| 33 |
|  |


$\mathbf{L D}$ (nn), A Load directly addressed memory location (nn) from accumulator.

Function: $\quad(\mathrm{nn}) \leftarrow \mathrm{A}$

Format:

byte 1: 32
byte 2: address, low order
byte 3: address, high order

Description:
The contents of the accumulator are loaded into the memory location addressed by the contents of the memory locations immediately following the opcode. The low byte of the address immediately follows the opcode.

Data Flow:


Timing:
4 M cycles; 13 T states; 6.5 usec @ 2 MHz

Addressing Mode: Direct.


Example:
LD (0321), A

Before:


After:
$A \quad A 4$

|  |
| :---: |
| 32 |
| 21 |
| 03 |
|  |



ObJeCt COde

LD (nn), dd Load memory locations addressed by nn from register pair rr.

Function:

$$
(\mathrm{nn}) \leftarrow \mathrm{dd}_{\mathrm{low}} ;(\mathrm{nn}+1) \leftarrow \mathrm{dd}_{\text {high }}
$$

Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 0 | 1 | $d^{\prime}$ | $d$ | 0 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


byte 3: address, low order

byte 4: address, high order

Descriptions: The contents of the low order of the specified register pair are loaded into the memory location addressed by the memory locations immediately following the opcode. The contents of the high order of the register pair are loaded into the memory location immediately following the one loaded from the low order. The low order of the nn address occurs immediately after the opcode.dd may be anyone of:

| $B C-00$ | $H L-10$ |
| :--- | ---: |
| $D E-01$ | $S P-11$ |

Data Flow:


Timing: $\quad 6 \mathrm{M}$ cycles; 20 T states; $10 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: Direct.
Byte Codes:


Flags:


Example:
LD (040B), BC


LD (nn), $\mathbf{H L}$ Load the memory locations addressed by $n n$ from HL.

Function:

$$
(\mathrm{nn}) \leftarrow \mathrm{L} ;(\mathrm{nn}+1) \leftarrow \mathrm{H}
$$

Format:

| 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | byte $1: 22$



Description: $\quad$ The contents of the L register are loaded into the memory location addressed by the memory locations immediately following the opcode. The contents of the H register are loaded into the memory location immediately following the location loaded form the L register. The low order of the nn address occurs immediately after the opcode.

## Data Flow:

Timing:


5 M cycles; 16 T states; 8 usec @ 2 MHz

Addressing Mode: Direct.

Flags:


Example: LD (40B9), HL

Before:
$H[304 \mathrm{~A}] \mathrm{L}$


LD (nn), IX Load memory locations addressed by nn from IX.

Function:

$$
(\mathrm{nn}) \leftarrow \mathrm{IX}_{\text {low }} ;(\mathrm{nn}+1) \leftarrow \mathrm{IX}_{\text {high }}
$$

Format:

| 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |



Description: The contents of the low order of the IX register are loaded into the memory location addressed by the contents of the memory location immediately following the opcode. The contents of the high order of the IX register are loaded into the memory location immediately following the one loaded from the low order. The low order of the nn address occurs immediately after the op code.

Data Flow:


Timing: 6 M cycles; 20 T states; 10 usec @ 2 MHz

Addressing Mode: Direct.

Flags:


Example:
LD (012B), IX

Before: After:


| $D D$ |
| :---: |
| 22 |
| $2 B$ |
| 01 |
|  |



LD (nn), IY Load memory locations addressed by nn from IY.

Function: $\quad(n n) \leftarrow \mathrm{IY}_{\mathrm{low}} ;(\mathrm{nn}+1) \leftarrow \mathrm{IY}_{\text {high }}$
Format:


| 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


byte 3: address, low order

byte 4: address, high order

Description:
The contents of the low order of the IY register are loaded into the memory location addressed by the contents of the memory locations immediately following the opcode. The contents of the high order of the IY register are loaded into the memory location immediately following the one loaded from the low order. The low order of the nn address occurs immediately after the opcode.

Data Flow:


Timing: $\quad 6 \mathrm{M}$ cycles; 20 T states; 10 usec @ 2 MHz

Addressing Mode: Direct.

Flags:


Example:
LD (BD04), IY

Before:


After:



OBJECT CODE

$\mathbf{L D A},(\mathbb{B C}) \quad$ Load accumulator from the memory location indirectly addressed by the BC register pair.

Function: $\quad \mathrm{A} \leftarrow(\mathrm{BC})$
Format:

| 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The contents of the memory location addressed by the contents of the $B C$ register pair are loaded into the accumulator.

Data Flow:


Timing: 2 M cycles; 7 T states; 3.5 usec @ 2 MHz Addressing Mode: Indirect.

Flags:
 (no effect).

Example: LD $A,(B C)$

Before:


$\mathrm{LD} \mathbb{A},(\mathbb{D E})$ Load the accumulator from the memory location indirectly addressed by the DE register pair.

Function: $\quad \mathrm{A} \leftarrow(\mathrm{DE})$

Format:

| 0 | 0 | 0 | 1 | 1 | 0 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The contents of the memory location addressed by the contents of the $D E$ register pair are loaded into the accumulator.

Data Flow:


Timing: $\quad 2 \mathrm{M}$ cycles; 7 T states; $3.5 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Indirect.

Flags:
 (No effect).

Example:
LD A, (DE)

Before:


D


After:

$D \square 6051 \mathrm{E}$


OBJECT CODE


LD A, I Load accumulator from interrupt vector register I.

Function: $\quad \mathrm{A} \leftarrow \mathrm{I}$
Format:


Description: The contents of the interrupt vector register are loaded into the accumulator.

Data Flow:


Timing: $\quad 2 \mathrm{M}$ cycles; 9 T states; $4.5 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: Implicit.
Flags:

Example:
LD A, I
$\square$

Before:
$A \square 30,4 B$
$\square$
$\square$

A


OBJECT CODE

$\mathbb{L D} \mathbb{I}, \mathbb{A}$
Load Interrupt Vector register I from the accumulator.

Function: $I \leftarrow A$

Format:


| 0 | 1 | 0 | 0 | 0 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | byte 2: 47

Description: The contents of the accumulator are loaded into the Interrupt Vector register.

Data Flow:


Timing:
2 M cycles; 9 T states; 4.5 usec @ 2 MHz
Addressing Mode: Implicit.

Flags:

(no effect)

Example:
LD I, A

Before:
$\qquad$ 06  1 $\square$ A $\square$ 06

LD $\mathbf{A}, \mathbf{R} \quad$ Load accumulator from Memory Refresh register
R.

Function: $\quad \mathrm{A} \leftarrow \mathrm{R}$

Format:


Description: $\quad$ The contents of the Memory Refresh register are loaded into the accumulator.

Data Flow:


Timing: $\quad 2 \mathrm{M}$ cycles; 9 T states; $4.5 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: Implicit.
Flags:


Example:
LD A, R
Before:
After:

$\mathbb{L D} H L$, ( $\mathbf{m i n})$ Load HL register from memory locations addressed by nn.

Function:

$$
\mathrm{L} \leftarrow(\mathrm{nn}) ; \mathrm{H} \leftarrow(\mathrm{nn}+1)
$$

Format:


Description: The contents of the memory location addressed by the memory locations immediately after the opcode are loaded into the $L$ register. The contents of the memory location after the one loaded into the $L$ register are loaded into the H register. The low byte of the nn address occurs immediately after the opcode.

Data Flow:


Timing:
5 M cycles, 16 T states; $8 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: Direct.
Flags:

(no effect)

Example: $\quad \mathrm{LD} \mathrm{HL},(0024)$

Before:
$H \square 08 B F$

After:


$\mathbb{L D}$ IX, $\mathrm{mm} \quad$ Load IX register with immediate data nn .
Function: $\quad \mathrm{IX} \leftarrow \mathrm{nn}$
Format:

| 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | byte 1: DD


| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |



Description: The contents of the memory locations immediately following the opcode are loaded into the IX register. The low order byte occurs immediately after the opcode.

Data Flow:


Timing: $\quad 4 \mathrm{M}$ cycles; 14 T states; 7 usec @ 2 MHz

Addressing Mode: Immediate.
Flags:


Example: LD IX, BOB 1

$\mathbb{L D} \mathbb{I X},(\mathbf{n n})$ Load IX register from memory locations addressed by nn.

Function:

$$
\mathrm{IX}_{\text {low }} \leftarrow(\mathrm{nn}) ; \mathrm{IX}_{\text {high }} \leftarrow(\mathrm{nn}+1)
$$

Format:


Descriptions: The contents of the memory location addressed by the memory locations immediately following the opcode are loaded into the low order of the IX register. The contents of the memory location immediately following the one loaded into the low order are loaded into the high order of the IX register. The low order of the nn address immediately follows the opcode.

## Data Flow:



Timing:
6 M cycles; 20 T states; $10 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Direct.

Flags:


## Example: <br> LD IX, (010B)

Before:


After:
1x


LD IY, (nn) Load IY register with immediate data nn.
Function: $I Y \leftarrow \mathrm{nn}$

Format:


Description:
The contents of the memory locations immediately following the opcode are loaded into the IY register. The low order byte occurs immediately after the opcode.

Data Flow:


Timing:
4 M cycles: 14 T states; 7 usec @ 2 MHz

Addressing Mode: Immediate.

Flags:

(no effect)

Example:
LD IY, 21

Before:
After:

| FD |
| :---: |
| 21 |
| 21 |
| 00 |
|  |



LD IY, nin Load register IY from memory locations addressed by nn .

Function: $\quad \mathrm{IY}_{\text {low }} \leftarrow(\mathrm{nn}) ; \mathrm{IY}_{\text {high }} \leftarrow(\mathrm{nn}+1)$
Format:


Description: The contents of the memory location addressed by the memory locations immediately following the opcode are loaded into the low order of the IY register. The contents of the memory location immediately following the one loaded into the low order are loaded into the high order of the IY register. The low order of the nn address immediately follows the opcode.

## Data Flow:



Timing: 6 M cycles; 20 T states; 10 usec @ 2 MHz Addressing Mode: Direct.

Flags:

(no effect).

Example:
LD IY, (500D)

Before:
$1 Y \square 6002$

After:

Y WTOMOMTM 4403

|  |
| :---: |
| $F D$ |
| $2 A$ |
| $O D$ |
| 50 |
|  |
|  |
|  |
| $O B J E C T$ |


$\mathbb{L D} \mathbb{R}, \mathbb{A}$ Load Memory Refresh register $R$ from the accumulator.

Function:
$\mathrm{R} \leftarrow \mathrm{A}$

Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 0 | 1 | 0 | 0 | 1 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | byte 2: 4F

Description: $\quad$ The contents of the accumulator are loaded into the Memory Refresh register.

Data Flow:


Timing: $\quad 2 \mathrm{M}$ cycles; 9 T states; $4.5 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: Implicit.

Flags:


Example:

Before:
 R $\square$ A $\square$

$\mathrm{LD} \mathbf{S P}, \mathbf{H L} \quad$ Load stack pointer from HL.

Function: $\quad \mathrm{SP} \leftarrow \mathrm{HL}$
Format:


Description: The contents of the HL register pair are loaded into the stack pointer.

Data Flow:


Timing: $\quad 1 \mathrm{M}$ cycles; 6 T states; $3 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Implicit.

Flags:


Example:
LD SP, HL

> Before: After:

$H \square 06$ L. H $\square$ SP $\qquad$
 L

## LD SP, IX Load stack pointer from IX register.

Function:
SP $\leftarrow$ IX

Format:


Description:
The contents of the IX register are loaded into the stack pointer.

Data Flow:


Timing: $\quad 2 \mathrm{M}$ cycles; 10 T states; $5 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: Implicit.
Flags:


Example: LD SP, IX

Before:


After:


LD SP, IY Load stack pointer from IY register.

Function: $\quad$ SP $\leftarrow I Y$
Format:


| 1 | 1 | 1 | 1 | 1 | 0 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: The contents of the IY register are loaded into the stack pointer.

Data Flow:


IY


Timing: $\quad 2 \mathrm{M}$ cycles; 10 T states; $5 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Implicit.
Flags:


Example:
LD SP, IY

Before:
After:

| $F D$ |
| :---: |
| $F Q$ |
|  |

OBJECT CODE


SP $\square$ $\mathrm{SP} \square \int \mathrm{S}_{2} 09 \mathrm{OB}$

## LDD Block load with decrement.

Function:

$$
\begin{aligned}
& (\mathrm{DE}) \leftarrow(\mathrm{HL}) ; \mathrm{DE} \leftarrow \mathrm{DE}-1 ; \mathrm{HL} \leftarrow \mathrm{HL}-1 ; \\
& \mathrm{BC} \leftarrow \mathrm{BC}-1
\end{aligned}
$$

Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | byte 2: A8

Description: $\quad$ The contents of the memory location addressed by HL are loaded into the memory location addressed by DE. Then BC, DE, and HL are all decremented.

Data Flow:


Timing:
4 M cycles; 16 T states; 8 usec @ 2 MHz

Addressing Modes: Indirect.

Flags:
 execution, set otherwise.

## Example: LDD

Before: After:

| $B$ | $C$ |
| :---: | :---: |
| $D$ | $C$ |
| $H$ | 6211 |



## LDDR

Function:
$(\mathrm{DE}) \leftarrow(\mathrm{HL}) ; \mathrm{DE} \leftarrow \mathrm{DE}-1 ; \mathrm{HL} \leftarrow \mathrm{HL}-1$; $\mathrm{BC} \leftarrow \mathrm{BC}-1$; Repeat until $\mathrm{BC}=0$

Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | byte 1: ED |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |
| 1 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | byte 2: B8 |

Description: $\quad$ The contents of the memory location addressed by HL are loaded into the memory location addressed by DE. Then DE, HL, and BC are all decremented. If $B C \neq 0$, then the program counter is decremented by 2 and the instruction reexecuted.

Data Flow:


Timing: $\quad B C \neq 0: 5 \mathrm{M}$ cycles; 21 T states; 10.5 usec @ 2 MHz .
$\mathrm{BC}=0: 4 \mathrm{M}$ cycles; 16 T states; 8 usec @ 2 MHz
Addressing Mode: Indirect.

Flags:


# THE Z80 INSTRUCTION SET 

## Example: LDDR

Before:

| $B$ | 0003 |
| :---: | :---: |
|  | $06 B 2$ |
|  | 9035 |

After:



$$
\begin{array}{ll}
\text { Function: } & (\mathrm{DE}) \leftarrow(\mathrm{HL}) ; \mathrm{DE} \leftarrow \mathrm{DE}+1 ; \mathrm{HL} \leftarrow \mathrm{HL}+1 ; \\
& \mathrm{BC} \leftarrow \mathrm{BC}-1
\end{array}
$$

Format:


Description: $\quad$ The contents of the memory location addressed by HLare loaded into the memory location addressed by DE. Then both DE and HL are incremented, and the register pair BC is decremented.

Data Flow:


Timing: $\quad 4 \mathrm{M}$ cycles; 16 T states; $8 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Indirect.

Flags:


## Example: LDI

Before:

| B | 0006 |
| :---: | :---: |
| D | 3481 |
| H | 3902 |



After:


OBJECT CODE


$\mathbb{L D I R} \quad$ Repeating block load with increment.

Function: $\quad(\mathrm{DE}) \leftarrow(\mathrm{HL}) ; \mathrm{DE} \leftarrow \mathrm{DE}+1 ; \mathrm{HL} \leftarrow \mathrm{HL}+1$;
$\mathrm{BC} \leftarrow \mathrm{BC}-1$; Repeat until $\mathrm{BC}=0$

Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | byte 1: ED


| 1 | 0 | 1 | 1 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | byte 2: BO

Description: $\quad$ The contents of the memory location addressed by HL are loaded into the memory location addressed by DE. Then both DE and HL are incremented. BC is decremented. If $\mathrm{BC} \neq 0$ then the program counter is decremented by 2 and the instruction is re-executed.

Data Flow:


Timing:
For $\mathrm{BC} \neq 0: 5 \mathrm{M}$ cycles; 21 T states; 10.5 usec @ 2 MHz.
For $\mathrm{BC}=0: 4 \mathrm{M}$ cycles; 16 T states; 8 usec @ 2 MHz

Addressing Mode: Indirect.

Flags:


## Example:

LDIR

Before:

| 8 |  |
| :---: | :---: |
| 0 | 0002 |
| $H$ | $C$ |
| 9 AO |  |
| 962 C |  |

After:



LDr $\mathbf{r}$ (HL) Load register $r$ indirect from memory location (HL).

Function: $\quad \mathrm{r} \leftarrow(\mathrm{HL})$

Format:

| 0 | 1 | $\rightarrow \frac{1}{1} \xrightarrow[1]{ }$ | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The contents of the memory location addressed by HL are loaded into the specified register. r may be any one of:
A - 111
E-011
B - 000
H -100
C -001
L - 101
D - 010

Data Flow:


Timing:
2 M cycles; 7 T states; $3.5 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: Indirect.

Byte Codes:

r: | $7 E$ | $B$ | $C$ | $D$ | $E$ | $H$ | $L$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 7 | 46 | $4 E$ | 56 | $5 E$ | 66 | $6 E$ |

Flags:


Example: $\quad$ LD D, (HL)

Before:
After:


NEG Negate accumulator.

## Function: $\mathrm{A} \leftarrow 0-\mathrm{A}$

Format:


| 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | byte 2:44

Description: The contents of the accumulator are subtracted from zero (two's complement) and the result is stored back in the accumulator.

Data Flow:


Timing: $\quad 2 \mathrm{M}$ cycles; 8 T states; $4 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Implicit.

Flags:

$C$ will be set if $A$ was 0 before the instruction.
$P$ will be set if $A$ was 80 H .
Example:
NEG


Before:


After:


NOP No operation.

Function: Delay.

Format:

| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ Nothing is done for 1 M cycle.

Data Flow:


Timing: 1 M cycle; 4 T states; 2 usec @ 2 MHz

Addressing Mode: Implicit

Flags:
 (no effect).

## OR s

Logical or accumulator and operand s.

Function:

$$
\mathrm{A} \leftarrow \mathrm{~A} \vee \mathrm{~s}
$$

Format:
s: may be $\mathrm{r}, \mathrm{n},(\mathrm{HL}),(\mathrm{IX}+\mathrm{d})$, or (IY +d )

$r$| 1 | 0 | 1 | 1 | 0 |  |
| :--- | :--- | :--- | :--- | :--- | :--- |

n | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

byte 1: F6


(HL) | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | byte 1: B6

$(\mathrm{IX}+\mathrm{d})$

| 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


$(I Y+d)$
 byte 1: FD
 byte 2: B6

byte 3 : offset value
r may be any one of:
A - 111
E-011
B -000
H - 100
C - 001
L - 101
D - 010

Description: The accumulator and the specified operand are logically 'or'ed, and the result is stored in the accumulator. $s$ is defined in the description of the similar ADD instructions.

Data Flow:


Timing:

| s: | M cycles: | T states: | usec <br> $2 \mathrm{MHz}:$ <br> r <br> n 1 |
| :--- | :---: | :---: | :---: |
| (HL) | 2 | 4 | 4 |
| (IX +d) | 2 | 7 | 3.5 |
| (IY + d) | 5 | 7 | 3.5 |

Addressing Mode: r : implicit; n : immediate; (HL): indirect; (IX + d), (IY + d): indexed.

Byte Codes:
OR r

r: | A |
| :---: |
| $B 7$ |
| $B 7$ |

Flags:


Example:
OR B

Before:

|  |  |
| :--- | :--- |
|  | 06 |

After:


OTDR

Function:
(C) $\leftarrow(\mathrm{HL}) ; \mathrm{B} \mathrm{B}-1 ; \mathrm{HL} \leftarrow \mathrm{HL}-1$; Repeat until $\mathrm{B}=0$.

Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | byte 1: ED


| 1 | 0 | 1 | 1 | 1 | 0 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: The contents of the memory location addressed by the HL register pair are output to the peripheral device addressed by the contents of the C register. Both the $B$ register and the HL register pair are then decremented. If $\mathrm{B} \neq 0$, the program counter is decremented by 2 and the instruction is reexecuted. C supplies bits A0 to A7 of the address bus. B supplies (after decrementation) bits A8 to A15.

Data Flow:


Timing: $\mathrm{B}=0: 4 \mathrm{M}$ cycles; 16 T states; $8 \mathrm{usec} @ 2 \mathrm{MHz}$. $\mathrm{B} \neq 0: 5 \mathrm{M}$ cycles; 21 T states; $10.5 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: External.

Flags:

| 5 | Z | H | PN | N | C |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ? | 1 | ? | ? | 1 |  |

Before:
 $c$


| 32 |
| :---: |
| 5 | PORT

After:

 PORT E5


|  |  |
| :---: | :---: |
| 004F | 02 |
| 0050 | 6 B |
| 0051 | 9 A |

OTIR Block output with increment.

Function: $\quad(\mathrm{C}) \leftarrow(\mathrm{HL}) ; \mathrm{B} \leftarrow \mathrm{B}-1 ; \mathrm{HL} \leftarrow \mathrm{HL}+1$; Repeat until $\mathrm{B}=0$

Format:


Description: $\quad$ The contents of the memory location addressed by the HL register pair are output to the peripheral device addressed by the contents of the C register. The B register is decremented and the HL register pair is incremented. If $B \neq 0$, the program counter is decremented by 2 and the instruction is reexecuted. C supplies bits A0 to A7 of the address bus. B supplies (after decrementation) bits A8 to A15.

Data Flow:


Timing: $\quad \begin{aligned} & \mathrm{B}=0: 4 \mathrm{M} \text { cycles; } 16 \mathrm{~T} \text { states; } 8 \mathrm{usec} @ 2 \mathrm{MHz} . \\ & \mathrm{B} \neq 0: 5 \mathrm{M} \text { cycles; } 21 \mathrm{~T} \text { states; } 10.5 \mathrm{usec} @ 2 \mathrm{MHz}\end{aligned}$

Addressing Mode: External.

Flags:


Before:


| 85 |
| :---: |
| $A O$ |

After:
 PORT AO


| 5550 |  |
| :---: | :---: |
|  | 68 |
| 5551 | 02 |
| 5552 | 9 A |
| 5553 | 65 |
|  |  |

## OUT (C), $\mathbf{r}$ Output register r to port C .

Function: $\quad(\mathrm{C}) \leftarrow \mathrm{r}$
Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | - | + | 1 |  | 0 | 0 |$\quad$| 1 |
| :--- |

Description: The contents of the specified register are output to the peripheral device addressed by the contents of the $C$ register. r may be any one of:
A - 111
E-011
B - 000
H - 100
C - 001
L - 101
D - 010

Register C supplies bits A0 to A7 of the address bus. Register B supplies bits A8 to A15.

Data Flow:


Timing:
3 M cycles; 12 T states; 6 usec @ 2 MHz

Addressing Mode: External.

Flags:


Byte Codes:

| A | B | C | D | E | $H$ | L |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 79 | 41 | 49 | 51 | 59 | 61 | 69 |

Before:
$\square$ PORT
FI

After:
$\square$


OBJECT CODE

OUT (N), $\mathbb{A} \quad$ Output accumulator to peripheral port N .

Function: $\quad(\mathrm{N}) \leftarrow \mathrm{A}$
Format:


Description: The contents of the accumulator are output to the peripheral device addressed by the contents of the memory location immediately following the opcode.

Data Flow:


Timing: $\quad 3 \mathrm{M}$ cycles, 11 T states; $5.5 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: External.

Flags:


Example: OUT (0A), A


OUTD

Function:
$(\mathrm{C}) \leftarrow(\mathrm{HL}) ; \mathrm{BC} \leftarrow \mathrm{B}-1 ; \mathrm{HL} \leftarrow \mathrm{HL}-1$

Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: The contents of the memory location addressed by the HL register pair are output to the peripheral device addressed by the contents of the C register. Then both the $B$ register and the HL register pair are decremented. C supplies bits A 0 to A 7 of the address bus. B supplies (after decrementation) A8 to A15.

Data Flow:


Timing:
4 M cycles; 16 T states; 8 usec @ 2 MHz

Addressing Mode: External.

Flags:


Set if $B=0$ after execution, reset otherwise.

PROGRAMMING THE Z80

## Example: OUTD




OUTI Output with increment.

Function: $\quad(\mathrm{C}) \leftarrow(\mathrm{HL}) ; \mathrm{B} \leftarrow \mathrm{B}-1 ; \mathrm{HL} \leftarrow \mathrm{HL}+1$
Format:


Description: $\quad$ The contents of the memory location addressed by the HL register pair are output to the peripheral device addressed by the C register. The B register is decremented and the HL register pair is incremented.

C supplies bits A0 to A7 of the address bus. B (after decrementation) supplies bits A8 to A15.

Data Flow:


Timing: $\quad 4 \mathrm{M}$ cycles; 16 T states; $8 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: External.

Flags:


## Example: OUTI

Before:


After:



[^5]
## $\mathbf{P O P q q} \quad$ Pop register pair qq from stack.

Function: $\quad \mathrm{qq}_{\text {low }} \leftarrow(\mathrm{SP}) ; \mathrm{qq}_{\text {high }} \leftarrow(\mathrm{SP}+1) ; \mathrm{SP} \leftarrow \mathrm{SP}+2$

Format:

| 1 | 1 | 9 | 9 | 0 | 0 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: The contents of the memory location addressed by the stack pointer are loaded into the low order of the specified register pair and then the stack pointer is incremented. The contents of the memory location now addressed by the stack pointer are loaded into the high order of the register pair, and the stack pointer is again incremented. qq may be any one of:

$$
\begin{array}{ll}
\mathrm{BC}-00 & \mathrm{HL}-10 \\
\mathrm{DE}-01 & \mathrm{AF}-11
\end{array}
$$

Data Flow:


Timing:
Addressing Mode: Indirect.

Byte Codes:

q9: | $B C$ | $D E$ | $H L$ | $A F$ |
| :--- | :--- | :--- | :--- |
| $C I$ | $D 1$ | $E 1$ | $F 1$ |

Flags:


Example:
POP BC

Before:

B


After:


POP IX POP IX register from stack.

Function: $\quad \mathrm{IX}_{\text {low }} \leftarrow(\mathrm{SP}) ; \mathrm{IX}_{\text {high }} \leftarrow(\mathrm{SP}+1) ; \mathrm{SP} \leftarrow \mathrm{SP}+2$
Format:


| 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | byte 2: E1

Description: $\quad$ The contents of the memory location addressed by the stack pointer are loaded into the low order of the IX register, and the stack pointer is incremented. The contents of the memory location now addressed by the stack pointer are loaded into the high order of the IX register, and the stack pointer is again incremented.

Data Flow:


Timing:
4 M cycles; 14 T states; 7 usec @ 2 MHz

Addressing Mode: Indirect.

Flags:


Example:
POP IX

| $1 \times \square 0001$ |
| :--- |
| SP $\square 090 \mathrm{~B}$ |

After:
 0436 O900


|  |  |
| :--- | :--- |
| 090 B |  |
| 090 C |  |
|  | 36 |
|  |  |
|  |  |
|  |  |

Function: $\quad \mathrm{IY}_{\text {low }} \leftarrow(\mathrm{SP}) ; \mathrm{IY}_{\text {high }} \leftarrow(\mathrm{SP}+1)$; $\mathrm{SP} \leftarrow \mathrm{SP}+2$
Format:


Description: $\quad$ The contents of the memory location addressed by the stack pointer are loaded into the low order of the IY register, and then the stack pointer is incremented. The contents of the memory location now addressed by the stack pointer are loaded into the high order of the IY register, and the stack pointer is again incremented.

Data Flow:


Timing: $\quad 4 \mathrm{M}$ cycles; 14 T states; 2 usec @ 2 MHz

Addressing Mode: Indirect.

Flags:


## Example: POP IY

Before:


After:



OBJECT CODE


## PUSH qq Push register pair onto stack.

Function:

$$
\begin{aligned}
& (\mathrm{SP}-1) \leftarrow \mathrm{qqhigh} ;(\mathrm{SP}-2) \leftarrow \mathrm{qq} \text { low } \\
& \mathrm{SP} \leftarrow \mathrm{SP}-2
\end{aligned}
$$

Format:

| 1 | 1 | 9 | 9 | 0 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: The stack pointer is decremented and the contents of the high order of the specified register pair are then loaded into the memory location addressed by the stack pointer. The stack pointer is again decremented and the contents of the low order of the register pair are loaded into the memory location currently addressed by the stack pointer. qq may be any one of:

$$
\begin{array}{lr}
\mathrm{BC}-00 & \mathrm{HL}-10 \\
\mathrm{DE}-01 & \mathrm{AF}-11
\end{array}
$$

## Data Flow:



Timing:
3 M cycles; 11 T states; 6.5 usec @ 2 MHz

Addressing Mode: Indirect.

Byte Codes:
q.9: $B C$ DE

| C5 | $D 5$ | $E 5$ | $F 5$ |
| :--- | :--- | :--- | :--- |

PROGRAMMING THE Z80

Flags:


## Example: PUSH DE

Before:

$\mathrm{SP} \square$
$E \quad D \quad O A 03 \quad E$

After:



PUSH IX Push IX onto stack.

Function:

$$
\begin{aligned}
& (S P-1) \leftarrow I X_{\text {high }} ;(S P-2) \leftarrow I X_{\text {low }} \\
& S P \leftarrow S P-2
\end{aligned}
$$

Format:


Description: $\quad$ The stack pointer is decremented, and the contents of the high order of the IX register are loaded into the memory location addressed by the stack pointer. The stack pointer is again decremented and then the contents of the low order of the IX register are loaded into the memory location addressed by the stack pointer.

Data Flow:


Timing:
4 M cycles; 15 T states; $7.5 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: Indirect.

Flags:

Example: PUSH IX
Before:
$\mathrm{SP} \square \square 0 \square \square$
After:



object code


## PUSH IY Push IY onto stack.

Function:

$$
\begin{aligned}
& (S P-1) \leftarrow I Y_{\text {high }} ;(S P-2) \leftarrow I Y_{l o w} \\
& S P \leftarrow S P-2
\end{aligned}
$$

Format:


Description:
The stack pointer is decremented and the contents of the high order of the IY register are loaded into the memory location addressed by the stack pointer. The stack pointer is again decremented and the contents of the low order of the IY register are loaded into the memory location addressed by the stack pointer.

Data Flow:


Timing: $\quad 3 \mathrm{M}$ cycles; 15 T states; $7.5 \mathrm{usec} @ 2 \mathrm{MHz}$
Addressing Mode: Indirect.

Flags:

Example:
PUSH IY

Before:
908 C

SP $\square$




Function:


Format:

| 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The contents of the accumulator are rotated left one bit position. The original contents of bit 7 is moved to the carry flag as well as to bit 0 .

## Data Flow:



Timing: 1 M cycle; 4 T states; 2 usec @ 2 MHz

Addressing Mode: Implicit.

Flags:


C is set by bit 7 of $A$.

Example:
RLCA

Before:

$\square$

After:


## RES b, s Reset bit b of operand s.

Function: $\quad s_{b} \leftarrow 0$
Format:
S:

byte 1: CB
byte 2
byte 1: CB
byte 2
byte 1: DD
byte 2 : CB
byte 3 : offset value byte 4 byte 1: FD byte 2 : CB byte 3 : offset value byte 4
b may be any one of:

| $0-000$ | $4-100$ |
| :--- | :--- |
| $1-001$ | $5-101$ |
| $2-010$ | $6-110$ |
| $3-011$ | $7-111$ |

$r$ may be any one of:

| $A-111$ | $E-011$ |
| :--- | ---: |
| $B-000$ | $H-100$ |
| $C-001$ | $L-101$ |
| $D-010$ |  |

Description:
The specified bit of the location determined by $s$ is reset. $s$ is defined in the description of the similar BIT instructions.

## Data Flow:



Timing:

|  |  |  | usec |
| :--- | :---: | :---: | :---: |
| s: | M cycles: | T states: | @ $2 \mathrm{MHz}:$ |
| $\mathbf{r}$ | 2 | 8 | 4 |
| (HL) | 4 | 15 | 7.5 |
| (IX + d) | 6 | 23 | 11.5 |
| (IY + d) | 6 | 23 | 11.5 |

Addressing Mode: r: implicit; (HL): indirect; (IX + d), (IY + d): indexed.

Byte Codes:
RES b, r


RES b, (HL)


## PROGRAMMING THE Z80

|  | RES | $\mathrm{b},(\mathrm{IX}+\mathrm{d})$ | $\mathrm{DD}-\mathrm{C}$ | 0 | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Flags:


Examples:
RES 1, H

Before:
After:


OBJECT CODE
RET
Return from subroutine

Function:

$$
\mathrm{PC}_{\text {low }} \leftarrow(\mathrm{SP}) ; \mathrm{PC}_{\text {high }} \leftarrow(\mathrm{SP}+1) ; \mathrm{SP} \leftarrow \mathrm{SP}+2
$$

Format:


Description: $\quad$ The program counter is popped off the stack as described for the POP instructions. The next instruction fetched is from the location pointed to by PC.

Data Flow:


Timing:
3 M cycles; 10 T states; 5 usec @ 2 MHz

Addressing Mode: Indirect.

Flags:


THE Z8O INSTRUCTION SET

## Example: <br> RET

Before: After:


RET cc

Function:
Format:

Description:
Destion: Return from subroutine on condition. $\mathrm{SP}+\mathrm{SP}+2$


If the condition is met, the contents of the program counter are popped off the stack as described for the POP instructions. The next instruction is fetched from the address in PC. If the condition is not met, instruction execution continues in sequence.

Data Flow:

cc may be any one of;
NZ - 000
PO - 100
Z - 001
PE - 101
NC - 010
P-110
C - 011
M - 111

Timing: $\quad$ Condition met: 3 M cycles; 11 T states; 6.5 usec @ 2 MHz .
Condition not met: 1 M cycle; 5 T states; 2.5 usec @ 2 MHz

Addressing Mode: Indirect.

Byte Codes:

CC: | NZ | $Z$ | NC | $C$ | PO | PE | $P$ | $M$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $C 0$ | $C 8$ | $D O$ | $D 8$ | $E O$ | $E 8$ | $F O$ | $F 8$ |

Flags:


Example:
RET NC

Before:


After:


## RETI Return from interrupt.

Function:

$$
\mathrm{PC}_{\text {low }} \leftarrow(\mathrm{SP}) ; \mathrm{PC}_{\text {high }} \leftarrow(\mathrm{SP}+1) ; \mathrm{SP} \leftarrow \mathrm{SP}+2
$$

Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 |

byte 1: ED
byte 2: 4D

Description: The program counter is popped off the stack as described for the POP instructions. This instruction is recognized by Zilog peripheral devices as the end of a peripheral service routine so as to allow proper control of nested priority interrupts. An EI instruction must be executed prior to RETI in order to re-enable interrupts.

Data Flow:


Timing:
4 M cycles; 14 T states; 7 usec @ 2 MHz

Addressing Modes: Indirect.

Flags:


## Example: RETI



## RETN Return from non-maskable interrupt.

Function: $\quad \mathrm{PC}_{\text {low }} \leftarrow(\mathrm{SP}) ; \mathrm{PC}_{\text {high }} \leftarrow(\mathrm{SP}+1) ; \mathrm{SP} \leftarrow \mathrm{SP}+$ 2; $\mathrm{IFF} 1 \leftarrow \mathrm{IFF} 2$

Format:

byte 1: ED
byte 2 : 45

Description:
The program counter is popped off the stack as described for the POP instructions. Then the contents of the IFF2 (storage flip-flop) is copied back into the IFF1 to restore the state of the interrupt flag before the non-maskable interrupt.

Data Flow:


Timing:
4 M cycles; 14 T states; 7 usec @ 2 MHz

Addressing Mode: Indirect.

Flags:


Example:
RETN

Before:
After:


SP $\qquad$



RL s Rotate left through carry operand s.

Function:


Format:

r may be any one of:
A - 111
E-011
B -000
H - 100
C - 001
L - 101
D - 010

Description: The contents of the location of the specific operand are shifted left one bit place. The contents of the carry flag are moved to bit 0 and the contents of bit 7 are moved to the carry flag. The final result is stored back in the original location. $s$ is defined in the description of the similar RLC instructions.

## Data Flow:



Timing:

|  |  |  | usec <br> s: |
| :--- | :---: | :---: | :---: |
| M cycles: | T states: | @ MHz: |  |
| (HL) | 2 | 8 | 4 |
| (IX + d) | 6 | 15 | 7.5 |
| (IY + d) | 6 | 23 | 11.5 |
|  |  | 23 | 11.5 |

Addressing Mode: r; implicit; (HL): indirect; (IX + d), (IY + d): indexed.

Byte Codes:
RL r


Flags:


C is set by bit 7 of source.
Example:
RL E

| CB |
| :---: |
| 13 |
|  |

OBJECT CODE

Before:


After:


Function:


Format:

| 0 | 0 | 0 | 1 | 0 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: The contents of the accumulator are shifted left one bit position. The contents of the carry flag are moved into bit 0 and the original contents of bit 7 are moved into the carry flag. ( 9 bit rotation.)

Data Flow:


Timing:
1 M cycle; 4 T states; 2 usec @ 2 MHz

Addressing Mode: Implicit.

Flags:


C is set by bit 7 of A .
Example:
RLA

Before:


After:

## 鲜

00 $\boldsymbol{F}$

## RLC $\mathbb{R} \quad$ Rotate register $r$ left with branch carry.

Function:


Format:


| 0 | 0 | 0 | 0 | 0 | $\stackrel{1}{4} \mathrm{r} \xrightarrow{\longrightarrow}$ byte 2 |
| :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The contents of the specified register are rotated left. The original contents of bit 7 are moved to the carry flag as well as bit 0 . r may be any one of:
A -111
E-011
B - 000
$\mathrm{H}-100$
C - 001
L-101
D - 010

Data Flow:


Timing:
2 M cycles; 8 T states; 4 usec @ 2 MHz

Addressing Mode: Implicit.

Byte Codes: r:

|  |
| :---: |
| $C B-$ |
| A |
| A |
| 07 |

Flags:

$C$ is set by bit 7 of source register.

Example:


RLC B

Before:
After:
B WIM

## $\mathbb{R L C}(H L) \quad$ Rotate left with branch carry memory location (HL).

Function:

$$
\mathrm{Cf}=\frac{7+0}{(\mathrm{HL})}
$$

Format:

| 1 1 0 0 1 0 1 1$\quad$0 0 0 0 0 1 1 0 |
| :--- |

Description: The contents of the memory location addressed by the contents of the HL register pair are rotated left one bit position and the result is stored back at that location. The contents of bit 7 are moved to the carry flag as well as to bit 0 .

Data Flow:


Timing:
4 M cycles; 15 T states; 7.5 usec @ 2 MHz

Addressing Mode: Indirect.

Flags:


C is set by bit 7 of the memory location.

Example: $\quad$ RLC (HL)

Before:


After:


RLC (IX + d) Rotate left with branch carry memory location (IX + d)

Function:

$$
\square_{d f}-\frac{\square-0}{(1 X+d)}
$$

## Format:



| 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: The contents of the memory location addressed by the contents of the IX register plus the given offset value are rotated left and the result is stored back at that location. The contents of bit 7 are moved to the carry flag as well as to bit 0 .

## Data Flow:



Timing: 6 M cycles; 23 T states; $11.5 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Indexed.

Flags:


C is set by bit 7 of memory location.

Example: $\quad$ RLC $(\mathrm{IX}+1)$

Before: After:



RLC (II $+\mathbf{d}$ ) Rotate left with carry memory location (IY +d ).

Function:


Format:


Description: The contents of the memory location addressed by the contents of the IY register plus the given offset value are rotated left and the result is stored back at the location. The contents of bit 7 are moved to the carry flag as well as bit 0 .

Data Flow:


Timing: 6 M cycles; 23 T states; 11.5 usec @ 2 MHz

Addressing Mode: Indexed.

Flags:


C is set by bit 7 of memory location.

Example: $\quad$ RLC $(I Y+2)$

Before:


F
$\square$
$\square$

|  |
| :---: |
| $F D$ |
| $C B$ |
| 02 |
| 06 |
|  |



RLD Rotate left decimal.

Function:


Format:

byte 1: ED
byte $2: 6 \mathrm{~F}$

Description: $\quad$ The 4 low order bits of the memory location addressed by the contents of HL are moved to the high order bit positions of that same location. The 4 high order bits are moved to the 4 low order bits of the accumulator. The low order of the accumulator is moved to the 4 low order bits of the memory location originally specified. All of these operations occur simultaneously.

Data Flow:


Timing: 5 M cycles; 18 T states; 9 usec @ 2 MHz

Addressing Mode: Indirect.

Flags:


Examples:
RLD

Before:

H $\qquad$ L

$\boldsymbol{R} \boldsymbol{R} \mathbf{s}$
Rotate right s through carry.

Function:


Format:

r may be any one of:
A - 111
E-011
B - 000
H -100
C - 001
L - 101
D - 010

Description:
The contents of the location determined by the specific operand are shifted right. The contents of the carry flag are moved to bit 7 and the contents of bit 0 are moved to the carry flag. The final result is stored back in the original location. $s$ is defined in the description of the similar RLC instructions.

Data Flow:


Timing:

|  |  |  | usec <br> s: |
| :--- | :---: | :---: | :---: |
| M cycles: | T states: | $@ 2 \mathrm{MHz}:$ |  |
| (HL) | 2 | 8 | 4 |
| (IX + d) | 6 | 15 | 7.5 |
| (IY + d) | 6 | 23 | 11.5 |

Addressing Mode: r: implicit; (HL): indirect; (IX + d), (IY + d): indexed.

Byte Codes:
RR r :

$$
\begin{aligned}
& \text { r: } \begin{array}{|c|c|c|c|c|c|c|}
\hline \text { A } & \text { B } & \text { C } & \text { D } & \text { E } & \text { H } & \text { L } \\
\hline \text { CB- } & \text { IF } & 18 & 19 & 1 A & 1 B & 1 C \\
\hline
\end{array}
\end{aligned}
$$

Flags:


C is set by bit 0 of source data.

Example:
RR H

## Before:

$H \quad 6 B \quad 41$


OBJECT CODE

After:


## $\mathbb{R} \mathbb{R A}$

Function:


Format:

| 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The contents of the accumulator are shifted rightone bit position. The contents of the carry flag are moved to bit 7 and the contents of bit 0 are moved to the carry flag (9-bit rotation).

Data Flow:


Timing:
1 M cycle; 4 T states; 2 usec @ MHz
Addressing Mode: Implicit.

Flags:


C is set by bit 0 of A .
Example: $\quad \mathrm{R} R \mathrm{~A}$
Before:
After:

| $F 4$ | 95 |
| :---: | :---: |



[^6]RRC s Rotate right with branch carry s.

Function:


Format:
$s: s$ is any of $r,(H L),(I X+d),(I Y+d)$.
 r may be any one of:
A - 111
E-011
B -000
H - 100
C -011
L - 101
D - 010

Description:
The contents of the location determined by the specified operand are rotated right and the result is stored back in the original location. The contents of bit 0 are moved to the carry flag as well as to bit 7. s is defined in the description of the similar RLC instructions.

Data Flow:


Timing:

| s: | M cycles: | T states: | (@ 2 MHE: |
| :--- | :---: | :---: | :---: |
| r | 2 | 8 | 4 |
| (HL) | 4 | 15 | 7.5 |
| (IX + d) | 6 | 23 | 11.5 |
| (IY + d) | 6 | 23 | 11.5 |

Addressing Mode: $\quad r$ : implicit; (HL): indirect; $(\mathrm{IX}+\mathrm{d}),(I \mathrm{Y}+\mathrm{d})$ : indexed.

Byte codes:


Flags:

$C$ is set by bit 0 of source data.
Example:
RRC (HL)

Before:



RRCA
Rotate accumulator right with branch carry.

Function:


Format:

| 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description:
The contents of the accumulator are rotated right one bit position. The contents of bit 0 are moved to the carry flag as well as to bit 7 .

Data Flow:


Timing:
1 M cycle; 4 T states: 2 usec @ 2 MHz
Addressing Mode: Implicit.

Flags:


C is set by bit 0 of A .

Example: $\quad$ RRCA


Before:
After:


[^7]
## RRD <br> Rotate right decimal.

Function:


Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | byte 1: ED

byte 2: 67

Description: The 4 high order bits of the memory location addressed by the contents of the HL register pair are moved to the low order 4 bits of that location. The 4 low order bits are moved to the 4 low order bits of the accumulator. The low order bits of the accumulator are moved to the 4 high order bit positions of the memory location originally specified. All of the above operations occur simultaneously.

Data Flow:


Timing: 5 M cycles; 18 T states; 9 usec @ 2 MHz

Addressing Mode: Indirect.

Flags:


## Example:

RRD

Before:




OBJECT CODE


## RST $\mathrm{p} \quad$ Restart at p .

Function: $\quad(\mathrm{SP}-1) \leftarrow \mathrm{PC}_{\text {high }} ;(\mathrm{SP}-2) \leftarrow \mathrm{PC}_{\text {low }} ; \mathrm{SP} \leftarrow \mathrm{SP}$ $-2 ; \mathrm{PC}_{\text {high }} \leftarrow 0$; $\mathrm{PC}_{\text {low }} \leftarrow \mathrm{p}$

Format:


Description: The contents of the program counter are pushed onto the stack as described for the PUSH instructions. The specified value for $p$ is then loaded into the PC and the next instruction is fetched from this new address. p may be any one of:

$$
\begin{array}{ll}
00 \mathrm{H}-000 & 20 \mathrm{H}-100 \\
08 \mathrm{H}-001 & 28 \mathrm{H}-101 \\
10 \mathrm{H}-010 & 30 \mathrm{H}-110 \\
18 \mathrm{H}-011 & 38 \mathrm{H}-111
\end{array}
$$

This instruction performs a jump to any of eight starting addresses in low memory and requires only a single byte. It may be used as a fast response to an interrupt.

Data Flow:


Timing:
3 M cycles; 11 T states; $5.5 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Indirect.

Byte Codes:

p: | 00 | 08 | 10 | 18 | 20 | 28 | 30 | 38 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $C 7$ | $C F$ | $D 7$ | $D F$ | $E 7$ | $E F$ | $F 7$ | $F F$ |

Flags:


Example: $\quad$ RST 38 H

Before:



$\mathrm{SBC} \mathbf{A}, \mathrm{s}$
Subtract with borrow accumulator and specified operand.

Function: $\quad \mathrm{A} \leftarrow \mathrm{A}-\mathrm{s}-\mathrm{C}$
Format: $\quad s:$ may be $\mathrm{r}, \mathrm{n},(\mathrm{HL}),(\mathrm{IX}+\mathrm{d})$, or $(\mathrm{IY}+\mathrm{d})$

r $\quad$| 1 | 0 | 0 | 1 | 1 | $\xrightarrow[4]{4}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |

| 1 | 1 | 0 | 1 | 1 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

byte 1: DE

byte 2 : immediate data
(HL)

byte 1:9E
$(\mathrm{IX}+\mathrm{d})$

| 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

byte 1: DD
$9 E$

byte 3: offset value
$(I Y+d)$

byte 1: FD
byte 2: 9E
byte 3 : offset value
r may be any one of:

| A -111 | $E-011$ |
| :--- | ---: |
| $B-000$ | $H-100$ |
| $C-001$ | $L-101$ |
| $D-010$ |  |

Description:
The specified operand $s$, summed with the contents of the carry flag, is subtracted from the contents of the accumulator, and the result is placed in the accumulator. $s$ is defined in the description of the similar ADD instructions.

## Data Flow:



Timing:

| $\mathrm{s}:$ | M cycles: | T states: | @ $2 \mathrm{MHz}:$ |
| :--- | :---: | :---: | :---: |
| r | 1 | 4 | 2 |
| n | 2 | 7 | 3.5 |
| (HL) | 2 | 7 | 3.5 |
| (IX + d) | 5 | 19 | 9.5 |
| (IY + d) | 5 | 19 | 9.5 |

Addressing Mode: r: implicit; n: immediate; (HL): indirect; (IX + d), $(I Y+d)$ indexed.

Byte Codes:

SBC A, r \begin{tabular}{l}
r:A <br>
\hline

 

\hline $9 F$ \& B \& C \& D \& E \& H \& $L$ <br>
\hline
\end{tabular}

Flags:


Example: $\quad$ SBC A, (HL)

Before:

$H \square 3600$

OBJECT CODE


SBC HL, ss Subtract with borrow HL and register pair ss.

Function:

$$
\mathrm{HL} \leftarrow \mathrm{HL}-\mathrm{ss}-\mathrm{C}
$$

Format:

| 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 0 | 1 | s byte 1: ED | s | 0 | 0 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Description: $\quad$ The contents of the specified register pair plus the contents of the carry flag are subtracted from the contents of the HL register pair and the result is stored back in HL. ss may be any one of:

$$
\begin{array}{lr}
B C-00 & H L-10 \\
D E-01 & S P-11
\end{array}
$$

Data Flow:


Timing:
4 M cycles; 15 T states; 7.5 usec @ 2 MHz

Addressing Mode: Implicit.
Byte Codes:

| SS: |  | $B C$ | $D E$ | $H L$ |
| :--- | :--- | :--- | :--- | :--- |

Flags:


H is set if borrow from bit 12 . C is set if borrow.

Example: $\quad \mathrm{SBC}$ HL, DE

Before:


After:


OBJECT
CODE
$\mathrm{SCP} \quad$ Set carry flag.

Function: $\quad C \leftarrow 1$

Format:

| 0 | 0 | 1 | 1 | 0 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | 37

Description: The carry flag is set.

Timing: $\quad 1 \mathrm{M}$ cycle; 4 T states; $2 \mathrm{usec} @ 2 \mathrm{MHz}$

Addressing Mode: Implicit.

Flags:


SET b, s Set bit b of operand
Function: $\quad s_{b} \leftarrow 1$
Format: s:

byte 1: CB
byte 2
byte 1: CB
byte 2
byte 1: DD
byte 2 : CB
byte 3: offset value
byte 4
byte 1: FD
byte 2: CB
byte 3: offset value
byte 4
r may be any one of:
A - 111
E - 001
B - 000
H - 100
C -001
L - 101
D - 010
b may be any one of:

| $0-000$ | $4-100$ |
| :--- | :--- |
| $1-001$ | $5-101$ |
| $2-010$ | $6-110$ |
| $3-011$ | $7-111$ |

Description:
The specified bit of the location determined by $s$ is set. $s$ is defined in the description of the similar BIT instructions.

Data Flow:



Timing:

| $s:$ | M cycles: | T states: | @ 2 MHz $: \mid$ |
| :--- | :---: | :---: | :---: |
| r | 2 | 8 | 4 |
| (HL) | 4 | 15 | 7.5 |
| (IX + d) | 6 | 23 | 11.5 |
| (IY + d) | 6 | 23 | 11.5 |

Addressing Mode: r: implicit; (HL): indirect; (IX +d$),(\mathrm{IY}+\mathrm{d})$ : indexed.

Byte Codes: SET b, r

| $\mathrm{CB}^{-}$ | b: r: A |  | B | C | D | H |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | C7 | Co | Cl | C2 | C3 | C 4 | C5 |
|  | 1 | CF | C3 | C9 | CA | CB | CC | CD |
|  | 2 | D7 | DO | D1 | D2 | D3 | D4 | D5 |
|  | 3 | DF | D8 | D9 | DA | $D B$ | DC | DO |
|  | 4 | E7 | E0 | El | E2 | E3 | E4 | E5 |
|  | 5 | EF | E8 | E9 | EA | EB | EC | ED |
|  | 6 | F7 | F0 | Fl | F2 | F3 | F. | F5 |
|  | 7 | FF | F8 | F9 | FA | FB | FC | FD |

$\left.\begin{array}{ll}\text { SET } & \mathrm{b},(\mathrm{HL}) \\ \mathrm{SET} & \mathrm{b},(\mathrm{IX}+\mathrm{d}) \\ \mathrm{SET} & \mathrm{b},(\mathrm{IY}+\mathrm{d})\end{array}\right\}$

Flags:


Example:
SET 7, A

Before:

A


A

After:


A


## SLA s <br> Arithmetic shift left operand s.

## Function:



Format:
$S$

byte 1: CB
byte 2
byte 1: CB
byte 2: 26
byte 1: DD
byte 2: CB
byte 3 : offset value
byte 4: 26
byte 1: FD
byte 2 : CB
byte 3 : offset value
byte 4: 26
r may be any one of:
A - 111
E-011
B - 000
H - 100
C - 001
L - 101
D - 010

Description:
The contents of the location determined by the specific operand are arithmetically shifted right with the contents of bit 7 being moved to the carry flag and a 0 being forced into bit 0 . The final result is stored back in the original location. $s$ is defined in the description of the similar RLC instructions.

Data Flow:


Timing:

| $s$ S | M cucles: | T states: | usec <br> (0) 2 MHz : |
| :---: | :---: | :---: | :---: |
| r | 2 | 8 | 4 |
| (HL) | 4 | 15 | 7.5 |
| $(I X+d)$ | 6 | 23 | 11.5 |
| $(1 Y+d)$ | 6 | 23 | 11.5 |

Addressing Mode: r: implicit; (HL): indirect; $(\mathrm{IX}+\mathrm{d}),(\mathrm{I} Y+\mathrm{d})$ : indexed.

Bure Codes:
SLA r

| r. | A | B | C | D | E | H | L |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| CB. | 27 | 20 | 21 | 22 | 23 | 24 | 25 |

Flags:

$C$ is set by bit 7 of source data.
Example: SLA (HL)

Before:


After:



SRA s Shift right arithmetic s.

Function:


Format:

r may be any one of:
A - 111
E-011
B -000
H - 100
C - 001
L - 101
D - 010

Description: The contents of the location determined by the specific operand are arithmetically shifted right. The contents of bit 0 are moved to the carry flag and the contents of bit 7 remain unchanged. The final result is stored at the original location. $s$ is defined in the description of the similar RLC instructions.

Data Flow:


Timing:

|  |  |  | usec |
| :--- | :---: | :---: | :---: |
| $\mathrm{s}:$ | M cycles: | T states: | @ $2 \mathrm{MHz}:$ |
| r | 2 | 8 | 4 |
| (HL) | 4 | 15 | 7.5 |
| (IX + d) | 6 | 23 | 11.5 |
| $(\mathrm{IY}+\mathrm{d})$ | 6 | 23 | 11.5 |

Addressing Mode: r: implicit; (HL): indirect; $(\mathrm{IX}+\mathrm{d}),(\mathrm{I} Y+\mathrm{d})$ : indexed.

Byte Codes:


Flags:


C is set by bit 0 of source data.

Example:
SRA A

Before:
$\square$ F

After:


SRL $\mathbf{s} \quad$ Logical shift right s.

Function:


Format:

r may be any one of:
A - 111
E-011
B - 000
H -100
C - 001
L-101
D - 010

Description:
The contents of the location determined by the specific operand are logically shifted right. A zero is moved into bit 7 and the contents of bit 0 are moved into the carry flag. The final result is stored back in the original location.

Data Flow:


Timing:

|  | M cvcles: | T states: | usec <br> $2 \mathrm{MHz}:$ |
| :--- | :---: | :---: | :---: |
| $s:$ | 2 | 8 | 4 |
| r | 4 | 15 | 7.5 |
| (HL) | 6 | 23 | 11.5 |
| (IX + d) | 6 | 23 | 11.5 |

Addressing Mode: r:implicit; (HL): indirect; $(\mathrm{IX}+\mathrm{d})$, $(\mathrm{I} Y+\mathrm{d})$ : indexed.

Byte Codes:
SRL r

| I: | $A$ | $B$ | $C$ | $D$ | $E$ | $H$ | $L$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $C B$ |  | $3 F$ | 38 | 39 | $3 A$ | $3 B$ | $3 C$ |

Flags:


C is set by bit 0 of source data.
Example:
SRL E

Before:


OBJECT CODE


02

After:


SUB A, s Subtract operand $s$ from accumulator.

Function:

$$
A \leftarrow A-s
$$

Format:
$s$ : may be $\mathrm{r}, \mathrm{n},(\mathrm{HL}),(\mathrm{IX}+\mathrm{d})$ or $(\mathrm{IY}+\mathrm{d})$

r may be any one of:
A - 111
E-011
B -000
H - 100
C - 001
L - 101
D - 010

Description: The specified operand s is subtracted from the accumulator and the result is stored in the accumulator. The operand $s$ is defined in the description of the similar ADD instructions.

Data Flow:


Timing:

| $s:$ | M cycles: | T states: | @ $2 M$ MHz. |
| :--- | :---: | :---: | :---: |
| $r$ | 1 | 4 | 2 |
| $n$ | 2 | 7 | 3.5 |
| (HL) | 2 | 7 | 3.5 |
| (IX + d) | 5 | 19 | 9.5 |
| (IX + d) | 5 | 19 | 9.5 |

Addressing Mode: r: implicit; n: immediate; (HL): indirect; (IX + d), (IY + d): indexed

Byte Codes:
SUB A, r

r: | A | B | C | D | E | $H$ | $L$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 97 | 90 | 91 | 92 | 93 | 94 | 95 |

Flags:


Example:
SUB A, B

Before:
After:


XOR s Exclusive or accumulator and s.

Function:

$$
A \leftarrow A \forall s
$$

Format:

$$
\underline{s}: \text { may be } r, n,(H L),(I X+d), \text { or }(I Y+d)
$$

r

n

byte 1: EE

byte 2 : immediate

| 1 | 0 | 1 | 0 | 1 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

AE
$(I X+d)$

byte 1: DD

byte 2: AE

byte 3 : offset value
$(I Y+d)$

r may be any one of:
A - 111
E-011
B -000
H -100
C -001
L - 101
D-010

Description: The accumulator and the specified operand s are exclusive 'or'ed, and the result is stored in the accumulator. $s$ is defined in the description of the similar ADD instructions.

Date Flow:


Timing:

|  |  |  | usec |
| :--- | :---: | :---: | :---: |
| s: | M cycles: | T states: | @ $2 \mathrm{MHz}:$ |
| r | 1 | 4 | 2 |
| n | 2 | 7 | 3.5 |
| (HL) | 2 | 7 | 3.5 |
| (IX + d) | 5 | 19 | 9.5 |
| (IY + d) | 5 | 19 | 9.5 |

Addressing Modes: r: implicit; n: immediate; (HL): indirect; (IX + d), $(\mathrm{I} Y+\mathrm{d})$ : indexed

Byte Codes: XOR r

$$
\begin{aligned}
& \text { I: } \begin{array}{r|c|c|c|c|c|}
A & B & C & D & E & H \\
\hline A F & A B & A Q & A A & A B & A C \\
\hline
\end{array}
\end{aligned}
$$

Flags:


Example: $\quad \mathrm{XOR}$ A, B1H

Before:
$A$

After:


## 5

## ADDRESSING TECHNIQUES

## INTRODUCTION

This chapter will present the general theory of addressing and the various techniques which have been developed to facilitate the retrieval of data. In a second section, the specific addressing modes available in the Z 80 will be reviewed, along with their advantages and limitations. Finally, in order to familiarize the reader with the various trade-offs possible, an applications section will demonstrate possible trade-offs between the various addressing techniques by studying specific application programs.
Because the Z 80 has several 16 -bit registers, in addition to the program counter, which can be used to specify an address, it is important that the Z 80 user understand the various addressing modes, and in particular, the use of the index registers. Complex retrieval modes may be omitted at the beginning stage. However, all the addressing modes are useful in developing programs for this microprocessor. Let us now study the various alternatives available.

## POSSIBLE ADDRESSING MODES

Addressing refers to the specification, within an instruction, of the location of the operand on which the instruction will operate. The main addressing methods will now be examined. They are all illustrated in Figure 5.1.

## Implicit Addressing (or "Implied," or "Register")

Instructions which operate exclusively on registers normally use implicit addressing. This is illustrated in Figure 5.1. An implicit instruc-
tion derives its name from the fact that it does not specifically contain the address of the operand on which it operates. Instead, its opcode specifies one or more registers, usually the accumulator, or else any other register(s). Since internal registers are usually few in number (commo ily eight), this will require a small number of bits. As an example, three bits within the instruction will point to one out of eight internal registers. Such instructions can, therefore, normally be encoded within eight bits. This is an important advantage, since an eight-bit instruction normally executes faster than any two- or three-byte instruction.

An example of an implicit instruction is:

## LD A, B

which specifies "transfer the contents of B into A" (Load A from B.)

## Immediate Addressing

Immediate addressing is illustrated in Figure 5.1. The eight-bit opcode is followed by an 8 - or 16 -bit literal (a constant). This type of instruction is needed, for example, to load an eight-bit value in an eight-bit register. Since the microprocessor is equipped with 16 -bit registers, it may also be necessary to load 16 -bit literals. An example of an immediate instruction is:

## ADD A, 0 H

The second word of this instruction contains the literal ' 0 ', which is added to the accumulator.

## Absolute Addressing

Absolute addressing usually refers to the way in which data is retrieved from or placed in memory, in which an opcode is followed by a 16 -bit address. Absolute addressing, therefore, requires three-byte instructions. An example of absolute addressing is:

LD ( 1234 H ), A
It specifies that the contents of the accumulator are to be stored at memory location " 1234 " hexadecimal.
The disadvantage of absolute addressing is to require a three-byte instruction. In order to improve the efficiency of the microprocessor, another addressing mode may be made available, whereby only one word is used for the address: direct addressing.


EXTENDED/ABSOLUTE

| OPCODE |
| :---: |
| FULL 16 -BIT |
| ADDRESS |

DIRECT/SHORT


Fig. 5.1: Basic Addressing Modes

## Direct Addressing (or "Short," or "Relative")

In this addressing mode, the opcode is followed by an eight-bit address. This is also illustrated in Figure 5.1. The advantage of this approach is to require only two bytes instead of three for absolute addressing. The disadvantage is to limit all addressing within this mode to addresses 0 to 255 or else -128 to +127 . When using 0 to 255 ("page zero'), this is also called short addressing, or 0-page addressing. Whenever short addressing is available, absolute addressing is often called extended addressing by contrast. The range -128 to +127 is used with branch instructions. This is called relative addressing.

## Relative Addressing

Normal jump or branch instructions require eight bits for the opcode, plus the 16 -bit address to which the program has to jump. Just as in the preceding example, this mode has the disadvantage of requiring three words, i.e., three memory cycles. To provide more efficient branching, relative addressing uses only a two-word format. The first word is the branch specification, usually along with the test it is implementing. The second word is a displacement. Since the displacement must be positive or negative, a relative branching instruction allows a branch forward to 127 locations (seven-bits) or a branch backwards to 128 locations (usually +129 or -126 , since PC will have been increcremented by 2 ). Because most loops tend to be short, relative branching can be used most of the time and results in significantly improved performance for such short routines. As an example, we have already used the instruction JR NC, which specifies a "jump if no carry" to a location within 127 words of the branch instruction (more precisely +129 to -126 ).

The two advantages of relative addressing are improved performance (fewer bytes used, higher speed) and program relocatability (independence from absolute addresses).

## Indexed Addressing

Indexed addressing is a technique used to access the elements of a block or of a table successively. This will be illustrated by examples later in this chapter. The principle of indexed addressing is that the instruction specifies both an index register and an address. The contents of the register are added to the address to provide the final address. In this way, the address could be the beginning of a table in the memory.

The index register would then be used to access all the elements of a table successively in an efficient way. (This requires the availability of increment/decrement instructions for the index register). In practice, restrictions often exist which may limit the size of the index register, or the size of the address or displacement field.


Fig. 5.2: Addressing (Pre-indexing)

## Pre-Indexing and Post-Indexing

Two modes of indexing may be distinguished. Pre-indexing is the usual indexing mode in which the final address is the sum of a displacement or address and of the contents of the index register. It is shown in Figure 5.2, assuming an 8 -bit displacement field and a 16 -bit index register.

Post-indexing treats the contents of the displacement field like the address of the actual displacement, rather than the displacement itself. This is illustrated in Figure 5.3. In post-indexing, the final address is the sum of the contents of the index register plus the contents of the memory word designated by the displacement field. This feature utilizes, in fact, a combination of indirect addressing and pre-indexing. But we have not defined indirect addressing yet. Let us do that.


Fig. 5.3: Indirect Indexed Addressing (Post-Indexing)

## Indirect Addressing

We have already seen that two subroutines may wish to exchange a large quantity of data stored in the memory. More generally, several programs, or several subroutines, may need to access a common block of information. To preserve the generality of the program, it is desirable not to keep such a block at a fixed memory location. In particular, the size of this block might grow or shrink dynamically, and it may have to reside in various areas of the memory, depending on its size. It would, therefore, be impractical to try to access this block using absolute addresses, that is without rewriting the program every time.

The solution to this problem lies in depositing the starting address of the block at a fixed memory location. This is analogous to a situation in which several persons need to get into a house, and only one key exists. By convention, the key to the house will be hidden under the mat. Every user will then know where to look (under the mat) to find the key to the house (or, perhaps, to find the address of the scheduled meeting, to propose a stricter analogy). Indirect addressing, therefore, normally
uses an opcode ( 16 bits in the case of the Z 80 ) followed by a 16 -bit address. This address is used to retrieve a word from the memory. Usually, it will be a 16 -bit word (in our case, two bytes) within the memory since it is an address. This is illustrated by Figure 5.4. The two bytes at the specified address A1 contain "A2". A2 is then interpreted as the actual address of the data that one wishes to access.


Fig. 5.4: Indirect Addressing
Indirect addressing is particularly useful any time that pointers are used. Various areas of the program can then refer to these pointers to access a word or a block of data conveniently and elegantly. The final address may also be obtained by pointing within the instruction to a 16-bit register in which it is contained. This is called "register indirect."

## Combinations of Modes

The above addressing modes may be combined. In particular, it should be possible in a completely general addressing scheme to use many levels of indirection. The address A2 could be interpreted as an indirect address again, and so on.

Indexed addressing can also be combined with indirect access. This allows the efficient access to word n of a block of data, provided one knows where the pointer to the starting address is (see figure 5.2).

We have now become familiar with all usual addressing modes that can be provided in a system. Most microprocessor systems, because of the limitation on the complexity of an MPU, which must be realized within a single chip, do not provide all possible modes but only a small subset of these. The Z80 provides a good subset of possibilities. Let us examine them now.

## Z80 ADDRESSING MODES

## Implied Addressing (Z80)

Implied addressing is essentially used by single-byte instructions which operate on internal registers. Whenever implicit instructions operate exclusively on internal registers, they require only one cycle to execute.

Examples of instructions using implied (or "register") addressing are: LD r,r'; ADD A,r; ADC A,s; SUB s; SBC A,s; AND s; OR s; XOR s; CPs; INCr.

Zilog further distinguishes between 'register addressing" and 'implied addressing." Implied addressing is then limited, in that definition, to instructions that do not have a specific field to point to an internal register. This introduces one more addressing mode. This is one reason why the number of addressing modes is insufficient to characterize the capabilities of a microprocessor.

## Immediate Addressing (Z80)

Since the Z80 has both single-length registers (eight bits), and doublelength register pairs ( 16 bits), it provides two types of immediate addressing, both with 8 -bit and 16 -bit literals. Instructions are then either two or three bytes long. The first byte contains the constant, or literal, to be loaded in a register or used for an operation. Exceptions are LD IX and LD IY, which require 16-bit opcodes.

Examples of instructions using the immediate addressing mode are:
LD r,n (two bytes)
LD dd,nn (three bytes)
and
ADD A,n (two bytes)
When the literal is two bytes long, the mode is called "immediate extended," in the case of the Z 80 .

## Absolute or "Extended" Addressing (Z80)

By definition, absolute addressing requires three bytes. The first byte is the opcode and the next two bytes are the 16 -bit address specifying the memory location (the 'absolute address'').

By contrast with "short addressing" (eight-bit address), this mode is also called "extended addressing."

Examples of instructions using extended addressing are:
LD HL, (nn) and JP nn
where nn represents the 16 -bit memory address, and ( nn ) represents the contents of the specified location.

## Modified Zero-Page Addressing (Z80)

Zero-page addressing is not available in the Z 80 , except through the CALL instruction. The special addressing mode used by this instruction is called "modified zero-page addressing."

The CALL instruction contains a 3-bit field in bit positions $b_{5} b_{4} b_{3}$ used to point to one of 8 locations in page 0 of memory. The effective address is $b_{5} b_{4} b_{3} 000$ and is loaded into $P C$. Since it requires only a single byte, this instruction executes rapidly, and is easily generated in hardware. It was generally used to respond to multiple interrupts (up to 8). Its disadvantage is either to limit the execution sequence to 16 locations, or to require a jump eliminating the speed advantage. This is because each of the 8 branch addresses are 16 -bytes apart.

This instruction is used less frequently now that priority interrupt controller chips (PIC's) have become available (see refs C201 or C207 for a detailed description of PIC's). A PIC will automatically output a three-byte absolute jump in response to an interrupt acknowledge.

This instruction is now generally used as a restart.

## Relative Addressing (Z80)

By definition, relative addressing requires two bytes. The first one is the 'jump relative" opcode, whereas the second one specifies the displacement and its sign.

In order to differentiate this mode from the absolute jump instruction, it is labeled "JR'.

From a timing standpoint, this instruction should be examined with caution. Whenever a test fails, i.e., whenever there is no branch, this in-
struction requires only seven " T cycles." This is because the next instruction to oe executed is already pointed to by the program counter.

However, when the test succeeds, i.e., whenever the jump takes place, this instruction requires 12 " T -states"; a new effective address must be computed and loaded into the program counter.

When computing the duration of the execution of a program segment, caution must be exercised. Whenever one is not sure whether or not the jump will succeed, one must take into consideration the fact that sometimes the jump will require 12 T -states, (condition met), sometimes 7 (condition not met).

When designing a loop, execution will, therefore, be faster using a JR (Jump Relative) testing a condition usually not met, such as a nonzero condition for the counter.

When JR's are used outside of loops, and the condition under test is unknown, an average timing value is often used for the duration of JR.

This timing problem does not apply to the unconditional jump JR e. It does not test any condition, and always lasts 12 T -states.

## Indexed Addressing (Z80)

This addressing mode did not exist in the 8080, and was added to the Z80 (as well as the two index registers). As a result, it became necessary to add an extra byte to the opcode, making it a 16-bit opcode in the Z80 instruction set (LDIR is another example of a 16 -bit opcode). The structure of an indexed instruction is shown on Figure 5.5.


Fig. 5.5: Indexed Addressing Has 2-byte Opcode

Instructions allowing indexed addressing are:
LD, ADD, INC, RLC, BIT, SET
This mode will be used extensively in the programs operating on blocks of data, tables or lists.

## Indirect Addressing (Z80)

The Z80 provides a limited indirect addressing capability called "Register Indirect Addressing." In this mode, each of the 16 -bit register pairs BC, DE, HL may be used as a memory address.

Whenever they point to 16 -bit data, they point to the lower part. The higher part resides at the next (higher) sequential address.

## Combinations of Modes

Combinations of modes are essentially non-existent, except that instructions referring to two operands may use a different type of addressing for each.

Thus, a load or an arithmetic instruction may access one operand in the immediate mode, and the other one through an indexed access.

Also, the bit addressing mechanism may access the eight-bit byte through one of three addressing modes, as explained in the previous paragraph.

The specific addressing modes available for each instruction are indicated in the tables of the preceding chapter.

## Bit Addressing

Bit addressing is generally not considered an addressing mode if addressing is defined as accessing a byte. However, whether defined as a mode or a group of instructions, it is a valuable facility. Since it is defined as an 'addressing mode" in Zilog nomenclature, it will be so described here. It is specific to the Z 80 and was not provided on the 8080 .
Bit addressing refers to the access mechanism to specified bits. The Z80 is equipped with special instructions for setting, resetting and testing specified bits in a memory location or a register. The specified byte may be accessed through one of three addressing modes: register, regis-ter-indirect, and indexed. Three bits are used within the opcode to select one of eight bits.

## USING THE Z80 ADDRESSING MODES

## Long and Short Addressing

We have already used relative jump instructions in various programs that we have developed. They are self-explanatory. One interesting question is: What can we do if the permissible range for branching is not sufficient for our needs? One simple solution is to use a so called long jump. This is simply a jump to a location which contains an absolute or "long" jump specification:

| JR NC, $\$+3$ | BRANCH TO CURRENT ADDRESS |
| :--- | :--- |
|  | +3 IF C CLEAR |
| JP FAR | OTHERWISE JUMP TO FAR |

## (NEXT INSTRUCTION)

The two-line program above will result in branching to location FAR whenever the carry is set. This solves our long-jump problem. Let us therefore now consider the more complex addressing modes, i.e., indexing and indirection.

## Use of Indexing for Sequential Block Accesses

Indexing is primarily used to address successive locations within a table. The restriction is that the maximum length must be less than 256 so that the displacement can reside in an eight-bit index register.

We have learned to check for a character. Now we will search a table of 100 elements for the presence of a ' $*$ '. The starting address for this table is called BASE. The table has only 100 elements. The program appears below: (see flowchart on Figure 5.6):

| SEARCH | LD | IX, BASE |
| :--- | :--- | :--- |
|  | LD | A, ${ }^{*}$, |
|  | LD | B, COUNT |
| TEST | CP | (IX) |
|  | JR | Z, FOUND |
|  | INC | IX |
|  | DEC | B |
|  | JR | NZ, TEST |
| NOTFND | $\ldots$ |  |

An improved program will be presented below in the section on Block Transfer.


## Fig. 5.6: Character Search Flowchart

## A Block Transfer Routine for Fewer Than 256 Elements

We will call "COUNT" the number of elements in the block to be moved. The number is assumed to be less than 256. FROM is the base address of the block. TO is the base of the memory area where it should be moved. The algorithm is quite simple: we will move a word at a time, keeping track of which word we are moving by storing its position in the counter $C$. The program appears below:

BLKMOV LD IX, FROM
LD IY, TO
LD C, COUNT
NEXT LD A, (IX) GET WORD
LD (IY), A
INC IX
INC IY
DEC C
JR NZ, NEXT
Let us examine it:

| BLKMOV | LD | IX,FROM |
| :--- | :--- | :--- |
|  | LD | IY,TO |
|  | LD | C,COUNT |

These three instructionsinitialize registers IX, IY, and C respectively, as


Fig. 5.7: Block Transfer: Initializing the Register
illustrated in Figure 5.7. Index register IX is used as the source pointer, and will be incremented regularly. Index register IY is used as the destination pointer, and would be incremented regularly. Register $C$ is loaded with the maximum number of elements to be transferred (limited to 256 since this is an eight-bit register) and will be decremented regularly. Whenever C decrements to zero, all elements have been transferred. The next two instructions:

NEXT
LD A, (IX)
LD (IY), A
load the contents of the memory location pointed to by IX into the accumulator, then transfer it into the memory location pointed to by register IY. In other words, these two instructions transfer an element of the source block into the destination block. The two index registers are then incremented:

INC IX
INC IY
And the counter register is decremented:
DEC C
Finally, as long as the counter is not 0 , the program loops back to the label NEXT:
JR NZ, NEXT

This is an example of the possible utilization of index registers. However, let us compare it to the same program written for another microprocessor, the MOS Technology 6502, which is also equipped with an indexing capability, but uses different conventions (i.e., has different limitations on a general-purpose indexing facility). The program appears below:

|  | LDX | \#NUMBER |
| :--- | :--- | :---: |
| NEXT | LDA | FROM, X |
|  | STA | TO, X |
|  | DEX |  |
|  | BNE | NEXT |

Without going into the details of the above program, the reader will immediately notice how much shorter it is than the previous one. This is because the index register X is used as a variable displacement, whereas BASE and DEST are used as the fixed source and destination addresses.

This example should point out that although in theory indexing is a powerful facility, it does not necessarily lead to efficient coding, due to the addressing limitations imposed on it in the case of various microprocessors. Truly general-purpose indexing requires the possibility of a 16 -bit displacement or address field as well as a 16 -bit index register.

However, it should be noted that this specific problem is solved, in the Z80 by the presence of specialized instructions. A general-purpose block transfer will now be described which can be implemented in just four instructions. However, to be fair to the Z80, let us suggest additional exercises for the reader:

Exercise 5.I: Write the block transfer program for the Z 80 in the style of the above program for the 6502, i.e., assuming that the index register contains a displacement. Assume that the source and the destination block are located in page 0, i.e., at addresses 0 to 256. Naturally, it will be assumed that the number of elements within each block is small enough that they do not overlap.

Exercise 5.2: Assume now that the source and the destination blocks are located anywhere in the memory, except that they are both within the same page. Rewrite the above program in that case.

## Generalized Block Transfer Routine (More Than 256 Elements)

The register allocation and the memory map are shown in Figure 5.8.

The program is shown below:
LD BC, COUNT NUMBER OF BYTES
LD DE, TO DESTINATION ADDRESS
LD HL, FROM START ADDRESS
LDIR
TRANSFER ALL BYTES
Memory used: 11 bytes
Timing: 21 cycles/byte
The first instruction is:
LD BC, COUNT
It loads the number of elements to be transferred (a 16 -bit value) into the register pair BC. The next two instructions initialize the register pair DE and the register pair HL respectively:

```
LD DE,TO
LD HL, FROM
```

Finally the fourth instruction:

## LDIR

performs the complete transfer.
LDIR is an automated block-transfer instruction. Its power should be obvious from this example. LDIR results in the following sequence: The contents of the memory location pointed to by H and L are transferred into the memory location pointed to by DE: $(\mathrm{DE})=(\mathrm{HL})$. Next, DE is incremented: $\mathrm{DE}=\mathrm{DE}+1$. Then, HL is incremented: $\mathrm{HL}=$ $H L+1$. Next, $B C$ is decremented: $B C=B C-1$. If $B C$ becomes 0 , the instruction is terminated. Otherwise, the instruction is repeated.


Fig. 5.8: A Block Transfer-Memory Map

The value and power of the LDIR instruction should be apparent at this point without further comments. Similarly, our search for the character 'star"'can be improved by the use of an automated instruction, CPIR, special to the Z80. The corresponding program appears below:

|  | LD A,'* |
| :--- | :--- |
|  | LD BC, COUNT |
|  | LD HL, STRING |
| STAR | CPIR |
| NOSTAR | JR Z, STAR |
| N |  |

The first instruction loads the accumulator with the code for the character star. Next, the register pair BC is initialized to the count of the number of words to be searched within the block:

## LD BC, COUNT

The register pair H and L is set to the starting address of the block to be searched (STRING). The automated instruction is then executed:

## LD HL, STRING <br> CPIR

The CPIR instruction is an automated compare instruction. The contents of the memory location specified by the address contained in H and L is compared to the contents of the accumulator. If the comparison succeeds, then Z of the flags register will be set to 1 . Then, the register pair H and L is decremented. The instruction is repeated until either the pair BC goes to 0 or else the comparison succeeds. After the instruction CPIR is executed, it is therefore necessary to test the Z flag to determine whether the comparison has succeeded (the CPIR might have looped through 64 K words without success in the extreme case). This is the purpose of the last instruction of the program:
JR Z, STAR

Exercise 5.3: Rewrite the above program so that a search proceeds backwards. (Hint: Use the CPIR instruction) 'Continue the block transfer until star is found."

Let us now develop a program combining the features of the two previous ones. We will implement the block transfer from location FROM
to location TO, which shall stop automatically whenever an escape character, "star", is found. The program appears below:

|  | LD | BC, COUNT |  |
| :--- | :--- | :--- | :--- |
|  | LD | HL, FROM |  |
| LD | DE, TO |  |  |
|  | LD | A,'* | DECIMITER |
|  | CP | (FROM) | COMPARE WITH MEMORY |
|  |  |  | CHARACTER |
|  | JR | Z, END | END IF SUCCESS |
|  | LDI |  | TRANSFER CHARACTER AND |
|  |  |  | UPDATE POINTERS AND |
|  |  |  | COUNT |
|  | JR | PE, TEST | KEEP TESTING UNLESS DONE |
|  |  | P INDICATES WHETHER BC $=0$ |  |

The first three instructions of the program perform the usual initialization, setting up the counter registers and the source and destination pointers:

LD BC, COUNT
LD HL, FROM
LD DE, TO
The star character is deposited, "as usual' into the accumulator, so that it can be compared to the character read from a memory location.

LD A, '*
This is exactly what is done by the next instruction:
TEST CP (FROM)
The success or failure of the comparison is determined by testing the Z bit. The Z bit will have been set if the comparison has succeeded. This is performed by the next instruction:

JR Z, END
The next instruction is an automated transfer instruction:
LDI
This instruction transfers the character, and updates the pointers and the count in a single instruction. LDI transfers the contents pointed to by H and L into the memory location pointed to by D and $\mathrm{E}:(\mathrm{DE})=$ (HL). It increments DE and HL:

$$
\begin{aligned}
& \mathrm{DE}=\mathrm{DE}+1 \\
& \mathrm{HL}=\mathrm{HL}+1
\end{aligned}
$$

Finally, it decrements BC : BC becomes $\mathrm{BC}-1$. The particularity of this instruction is that the $\mathrm{P} / \mathrm{V}$ flag is set if BC decrements to ' 0 '" and reset otherwise. This will be explicitly tested by the last instruction in the program to determine whether exit should occur:

## JR PE, TEST

## Adding Two Blocks

A program will be developed here to add element by ${ }^{i}$ element two blocks starting respectively at addresses BLK1, and BLK2, and having equal numbers of elements, COUNT. The program is shown below:

| BLKADD | LD | IX, BLK1 |
| :--- | :--- | :--- |
|  | LD | IY, BLK2 |
|  | LD | B, COUNT |
| LOOP | XOR | A |
|  | LD | A, (IX +0 ) |
|  | ADC | A, (IY + 0) |
|  | LD | (IX), A |
|  | DEC | IX |
|  | DEC | IY |
|  | DEC | B |
|  | JR | NZ, LOOP |



Fig. 5.9: Adding Two Blocks: BLK1 = BLK1 + BLK2

The memory layout is shown in Figure 5.9. The program is straightforward. The number of elements to be added is loaded into the counter register B, and the two index registers IX and IY are initialized to their values BLK1 and BLK2:

```
BLK ADD LD IX, BLK1
    LD IY, BLK2
    LD B, COUNT
```

The carry bit is then cleared in anticipation of the first addition:
XOR A
The first element is loaded into the accumulator:
LOOP LD A, (IX + 0)
The corresponding element of BLK2 is then added to it:
ADC A, (IY + 0 )
and finally saved into the element of BLK1:
LD (IX), A
The two pointer registers X and Y are decremented:
DEC IX
DEC IY
as well as the counter register:
DEC B
As long as the counter register is not 0 , the addition loop is executed:
JR NZ, LOOP
Exercise 5.4: Can you use the above program to perform a 32-bit addition?

Exercise 5.5: Can you use the above program to perform a 64-bit addition?

Exercise 5.6: Modify the above program so that the result is stored in a separate block starting at address BLK3.

Exercise 5.7: Modify the above program to perform a subtraction rather than an addition.

Exercise 5.8: Modify the original program above so that BLK1 and BLK2 are at the top of each block rather than the bottom (see Fig.5.10).


Fig. 5.10: Memory Organization for Block Transfer

## SUMMARY

A complete description of addressing modes has been presented. It has been shown that the Z80 offers many possible mechanisms, and the specific addressing modes available on the Z 80 have been analyzed. Finally, several application programs have been presented to demonstrate the value of the various addressing mechanisms. Programming the Z80 efficiently requires an understanding of these mechanisms. They will be used throughout the programs in the remainder of this book.

## EXERCISES

5.9: Write a program to add the first 10 bytes of a table stored at location "BASE". The result will have 16 bits. (This is a checksum computation).
5.10: Can you solve the same problem without using the indexing mode?
5.11: Reverse the order of the 10 bytes of this table. Store the result at address "REVER".
5.12: Search the same table for its largest element. Store it at memory address " $L A R G E$ ".
5.13: Add together the corresponding elements of three tables, whose bases are BASE1, BASE2, BASE3. The length of these tables is stored in page zero at address 'LENGTH".

## $\sigma$

## INPUT/OUTPUT TECHNIQUES

## INTRODUCTION

We have learned so far how to exchange information between the memory and the various registers of the processor. We have learned to manage the registers and to use a variety of instructions to manipulate the data. We must now learn to communicate with the external world. This is called input/output.

Input refers to the capture of data from outside peripherals (keyboard, disk, or physical sensor). Output refers to the transfer of data from the microprocessor or the memory to external devices such as a printer, a CRT, a disk, or actual sensors and relays.

We will proceed in two steps. First, we will learn to perform the input/ output operations required by common devices. Secondly, we will learn to manage several input/output devices simultaneously, i.e., to schedule them. This second part will cover, in particular, polling vs. interrupts.

## INPUT/OUTPUT

In this section we will learn to sense or to generate simple signals, such as pulses. Then we will study techniques for enforcing or measuring correct timing. We will then be ready for more complex types of input/output, such as high-speed serial and parallel transfers.

## The $\mathbf{Z 8 0}$ Input/Output Instructions

The Z 80 is equipped with a special set of input and output instructions. Most eight-bit microprocessors are not equipped with a special set of input and output instructions, and use the general instruction set
on input/output devices. The Z80, like the 8080, is equipped with basic input and output instructions. However, the Z 80 is also equipped with additional I/O instructions. These will be described in more detail here in order to facilitate understanding of the programs that will be presented throughout this section.

The basic input and output instructions are respectively: IN A, (n) and OUT ( n ), A. These two instructions are inherited from the 8080 . They will respectively read or write one byte between the selected port and the accumulator. The actual addressing process is such that the I,O device address " $n$ " is gated on lines A0 through A7 of the address bus), while the contents of the accumulator appear on address lines A8 through A15. When only 256 devices are addressed, it may be necessary to zero the contents of the accumulator explicitly if any of the address lines A8 through A15 may be decoded by an I/O device. In the simpie examples that follow, we will assume that fewer than 256 devices are present and that they are not connected to addresses A8 through A15, so that it will not be necessary to zero the contents of the accumulator explicitly, for example prior to using the IN instruction.

A special input instruction: $\mathrm{IN} \mathrm{r},(\mathrm{C})$, allows using the contents of register C as the I/O device address. When using this instruction, the contents of register B automatically provide the top part of the address (A8 through A15). The specified register $r$ is loaded from the specified address. " $r$ " may be any of the usual seven general-purpose registers.

## Generate a Signal

In the simplest case, an output device will be turned off (or on) from the computer. In order to change the state of the output device, the programmer will merely change a level from a logical ' 0 ' to a logical " 1 ', or from " 1 " to " 0 ". Let us assume that an external relay is connected to bit " 0 " of a register called "OUT1". In order to turn it on, we will simply write a " 1 " into the appropriate bit position of the register, We assume here that OUT1 represents the address of this output register within our system. A program which will turn the relay on is:

$$
\begin{array}{ll}
\text { TURNON } & \text { LD A, 00000001B } \\
& \text { OUT (OUT1), A }
\end{array}
$$

## LOAD PATTERN INTO A OUTPUT IT TO DEVICE

where OUT is the output instruction.
We have assumed that the state of the other seven bits of the register OUT1 is irrelevant. However, this is often not the case. These bits might be connected to other relays. Let us, therefore, improve this simple program. We want to turn the relay on, without changing the state
of any other bit within this register. We will assume that it is possible to read and write the contents of this register. Our improved program now becomes:

| TURNON | IN | A, (OUT1) | READ CONTENTS OF OUT1 |
| :--- | :--- | :--- | :--- |
|  | OR | $00000001 B$ | FORCE BIT ' 0 '' TO ' '1'' IN A |

The program first reads the contents of location OUT1, then performs an inclusive OR on its contents. This only changes bit position 0 to " 1 ", and leaves the rest of the register intact. (For more details on the OR operation, refer to Chapter 4.) This is illustrated by Figure 6.1.


Fig. 6.1: Turning on a Relay

## Pulses

Generating a pulse is accomplished exactly as in the case of the level above. An output bit is first turned on, then later turned off. This results in a pulse. This is illustrated in Figure 6.2. This time, however, an additional problem must be solved: one must generate the pulse for the correct length of time. Let us, therefore, study the generation of a computed delay.


Fig. 6.2: A Programmed Pulse

## Delay Generation and Measurement

A delay may be generated by software or by hardware methods. We will here study the way to perform it by program, and later show how it can also be accomplished with a hardware counter, called a programmable interval timer (PIT).

Programmed delays are achieved by counting. A counter register is loaded with a value, then is decremented. The program loops on itself and keeps decrementing until the counter reaches the value ' 0 '". The total length of time used by this process will implement the required delay. As an example, let us generate a delay of 67 clock cycles:

| DELAY | LD | A, 5 | A IS COUNTER |
| :--- | :--- | :--- | :--- |
| NEXT | DEC | A | DECREMENT |
|  | JP | NZ, NEXT | NEXT TEST |

This program loads A with the value 5 . The next instruction decrements A and the following instruction will cause a branch to NEXT to occur as long as A does not decrement to " 0 ". When A finally decrements to zero, the program will exit from this loop and execute whatever instruction follows. The logic of the program is simple and appears in the flowchart of Figure 6.3.

Let us now compute the effective delay which will be implemented by the program. In the Appendix section of the book, we will look up the number of cycles required by each of these instructions:

LDA in the immediate mode, requires nine clock cycles. DEC will use four cycles. Finally, JP will use seven cycles except during the last iteration, where it will use 12 cycles. When looking up the number of cycles for JP in the table, verify that two possibilities exist: if the branch does not occur, JP will only require seven cycles. If the branch does succeed, which will usually be the case during the loop, then 12 cycles are required.

The timing is, therefore, seven cycles for the first instruction, plus 11 cycles for the next two, multipiied by the number of times the loop will be executed, plus an extra five-cycle delay for the last unsuccessful JP:

Delay $=7+11 \times 5+5=67$ cycles
Assuming a .5 microsecond cycle, this programmed delay will be 33.5 microseconds.


Fig. 6.3: Basic Delay Flowehart

The delay loop which has been described is used by most input/output programs. It should be well understood. Try to do the following exercises:

Exercise 6.1: What are the maximum and the minimum delays which can be implemented with these three instructions?

Exercise 6.2: Modify the program to obtain a delay of about 100 microseconds.

If one wishes to implement a longer delay, a simple solution is to add extra instructions in the program, between DEC and JP. The simplest way to do so is to add NOP instructions. (The NOP does nothing for four cycles.)

## Longer Delays

Generating longer delays by software can be achieved through using
a wider counter. A register pair can be used to hold a 16 -bit count. To simplify, let us assume that the lower count is " 0 ". The lower byte will be loaded with ' 255 ", the maximum count, then go through a decrementation loop. Whenever it is decremented to " 0 ", the upper byte of the counter will be decremented by 1 . Whenever the upper byte is decremented to the value " 0 ', the program terminates. If more precision is required in the delay generation, the lower count can have a non-null value. In this case, we would write the program just as explained and add at the end the three-line delay generation program, which has been described above.

A 24-bit delay program appears below:

| DEL24 | LD | B, COUNTH | COUNTER HIGH (8 BITS) |
| :--- | :--- | :--- | :--- |
| DEL16 | LD | DE, -1 |  |
| LOOPA | LD | HL, COUNTL | COUNTER LOW |
| LOOPB | ADD | HL, DE | DECREMENT IT |
|  | JR | C, LOOPB | GO ON UNTIL NULL |
|  | DJNZ | LOOPA | DECREMENT B AND JUMP |

Note that DE is loaded with " -1 ", and used to decrement the 16 -bit counter HL.
Naturally, still longer delays could be generated by using more than three words. This is analogous to the way an odometer works on a car. When the right-most wheel goes from " 9 " to " 0 ", the next wheel to the left is incremented by 1 . This is the general principle when counting with multiple discrete units.

However, the main disadvantage of this method is that when one is counting delays, the microprocessor will be doing nothing else for hundreds of milliseconds or even seconds. If the computer has nothing else to do, this is perfectly acceptable. However, in general the microcomputer should be available for other tasks, so that longer delays are normally not implemented by software. In fact, even short delays may be objectionable in a system if it is to provide some guaranteed response time in given situations. Hardware delays must then be used. In addition, if interrupts are used, timing accuracy may be lost if the counting loop can be interrupted.

Exercise 6.3: Write a program to implement a 100 ms delay (typical of a Teletype).

## Hardware Delays

Hardware delays are implemented by using a programmable interval timer or "timer" in short. A register of the timer is loaded with a value.

The difference is that the timer will automatically decrement the counter periodically. The period can usually be adjusted or selected by the programmer. Whenever the timer has decremented to ' 0 ', it will normally send an interrupt to the microprocessor. It may also set a status bit which can be sensed periodically by the computer. The use of interrupts will be explained later in this chapter.

Other timer operating modes may include starting from " 0 '" and counting the duration of the signal, or, counting the number of pulses received. When functioning as an interval timer, the timer is said to operate in a one-shot mode. When counting pulses, it is said to operate in a pulse counting mode. Some timer devices may even include multiple registers and a number of optional facilities which the programmer can select.

## Sensing Pulses

The problem with sensing pulses is the reverse of that of generating pulses, and includes one more difficulty; whereas an output pulse is generated under program control, input pulses occur asynchronously with the program. In order to detect a pulse, two methods may be used: polling and interrupts. Interrupts will be discussed later in this chapter.

Let us now consider the polling technique. Using this technique, the program reads the value of a given input register continuously, testing a bit position, perhaps bit 0 . It will be assumed that bit 0 is originally " 0 ". Whenever a pulse is received, this bit will take the value " 1 ". The program continuously monitors bit 0 until it takes the value " 1 ". When a " 1 " is found, the pulse has been detected. The program appears below:

| POLL | IN | A, (INPUT) | READ INPUT REGISTER |
| :--- | :--- | :--- | :--- |
| ON | BIT | 0, A | TEST FOR 0 |
|  | JR | Z, POLL | KEEP POLLING IF 0 |

Conversely, let us assume that the input line is normally ' 1 '" and that we wish to detect a " 0 ". This is the usual case for detecting a START bit, when monitoring a line connected to a Teletype. The program appears below:

| POLL | IN | A, (INPUT) | READ INPUT REGISTER |
| :--- | :--- | :--- | :--- |
|  | BIT | 0, A | SET Z FLAG |
|  | JR | NZ, POLL | TEST IS REVERSED |

START

## Monitoring the Duration

Monitoring the duration of the pulse may be accomplished in the same way as computing the duration of an output pulse. Either a hardware or a software technique may be used. When monitoring a pulse by software, a counter is regularly incremented by 1 , then the presence of the pulse is verified. If the pulse is still present, the program loops upon itself. Whenever the pulse disappears, the count contained in the counter register is used to compute the effective duration of the pulse. The program appears below:

| DURTN | LD | B, 0 | CLEAR COUNTER |
| :--- | :--- | :--- | :--- |
| AGAIN | IN | A, (INPUT) | READ INPUT |
|  | BIT | 0, A | MONITOR BIT 0 |
|  | JR | Z, AGAIN | WAIT FOR A " 1 "' |
| LONGER | INC | B | INCREMENT COUNTER |
|  | IN | A, (INPUT) | CHECK BIT 0 |
|  | BIT | 0, A |  |
|  | JR | NZ, LONGER | WAIT FOR A " 0 ", |

Naturally, we assume that the maximum duration of the pulse will not cause register B to overflow. If this were the case, the program would have to be changed to take that into account (or else it would be a programming error!).

Since we now know how to sense and generate pulses, let us capture or transfer larger amounts of data. Two cases will be distinguished: serial data and parallel data. Then we will apply this knowledge to actual input/output devices.

## PARALLEL WORD TRANSFER

It is assumed here that eight bits of transfer data are available in parallel at address "INPUT"' (see Fig. 6.4). The microprocessor must read the data word at this location whenever a status word indicates that it is valid. The status information will be assumed to be contained in bit 7 of address "STATUS". We will here write a program which will read and automatically save each word of data as it comes in. To simplify, we will assume that the number of words to be read is known in advance and is contained in location "COUNT". If this information were not available, we would test for a so-called break character, such as a rubout, or perhaps the character "**'. We have learned to do this already.


Fig. 6.4: Parallel Word Transfer - The Memory

The flowchart appears in Figure 6.5. It is quite straightforward. We test the status information until it becomes " 1 '", indicating that a word is ready. When the word is ready, we read it and save it at an appropriate memory location. We then decrement the counter and test whether it has decremented to " 0 ', If so, we are finished; if not, we read the next word. A simple program which implements this algorithm appears below:

| PARAL | LD | A, (COUNT) | READ COUNT INTO A |
| :--- | :--- | :--- | :--- |
|  | LD | B, A | B IS COUNTER |
| WATCH | IN | A, (STATUS) | LOOK FOR 'DATA READY' |
|  |  |  | TRUE |
|  | BIT | 7, A | BIT 7 IS ' 1 '" IF DATA READY |
|  | JP | Z, WATCH | DATA VALID? |
|  | IN | A, (INPUT) | READ DATA |
|  | PUSH AF | AF | SAVE DATA INTO STACK |

## DEC B DECREMENT COUNT JP NZ, WATCH DO IT UNTIL ZERO

It is assumed that the "data ready" flag is automatically cleared when STATUS is read, as is usually the case on a device controller.

The first two instructions initialize the counter register B:

$$
\begin{array}{ll}
\text { PARAL } & \text { LD A, (COUNT) } \\
& \text { LD } \quad \text { B, A }
\end{array}
$$

Note that there is no easy way to load B only from memory. One must either load A, then transfer its contents to B, or load B and C simultaneously.


Fig. 6.5: Parallel Word Transfer: Flowchart

The next three instructions of the program read the status information and cause a loop to occur as long as bit seven of the status register is ' 0 ''. (It is the sign bit, i.e., bit N.)

| IN | A, (STATUS) |  |
| :--- | :--- | :--- |
| BIT | 7, A |  |
| JP | Z, WATCH |  |

When JP fails, data is valid and we can read it:
IN A, (INPUT)
The word has now been read from address INPUT where it was, and must be saved. Assuming that a sufficient stack area is available, we can use:

## PUSH AF

which saves $A$ (and $F$ ) in the stack. If the stack is full, or the number of words to be transferred is large, we could not push them on the stack and we would have to transfer them to a designated memory area, using, for example, an indexed instruction. However, this would require an extra instruction to increment or decrement the index register. PUSH is faster (only 11 clock cycles).

The word of data has now been read and saved. We will simply decrement the word counter and test whether we are finished:

| DEC | B |
| :--- | :--- |
| JP | NZ,WATCH |

We keep looping until the counter eventually decrements to ' 0 '".
This nine-instruction program can be called a benchmark. A benchmark program is a carefully optimized program designed to test the capabilities of a given processor in a specific situation. Parallel transfers are one such typical situation. This program has been designed for maximum speed and efficienty. Let us now compute the maximum transfer speed of this program. We will assume that COUNT is contained in memory. The duration of every instruction is determined by inspecting the table at the end of the book and is found to be the following:

| PARAL | LD | A, (COUNT) | 13 |
| :--- | :--- | :--- | :--- |
|  | LD | B, A | 4 |
| WATCH | IN | A, (STATUS) | 11 |
|  | BIT | 7, A | 8 |
|  | JP | Z, WATCH | $7 / 12$ |


| IN | A, (INPUT) | 11 |
| :--- | :--- | :--- |
| PUSH | AF | 11 |
| DEC | B | 4 |
| JP | NZ, WATCH | $7 / 12$ |

The minimum execution time is obtained by assuming that data is available every time that we sample STATUS. In other words, the first JP will be assumed to fail every time. Timing is then:

$$
13+4+(11+8+7+11+11+4+7)+\text { COUNT }
$$

Neglecting the first 17 cycles necessary to initialize the counter register, the time used to transfer one word is 59 clock cycles or 29.5 microseconds with a 2 MHz clock.

The maximum data transfer rate is, therefore:

$$
\frac{1}{29.5\left(10^{6}\right)}=33 \mathrm{~K} \text { bytes per second }
$$

Exercise 6.4: Assume that the number of words to be transferred is greater than 256. Modify the program accordingly and determine the impact on the maximum data transfer rate.

Exercise 6.5: Modify this program in order to try io improve its speed:
$I$-using $J R$ instead of $J P$
2-using DJNZ
3-using INIR or INDR
Was the above program truly optimal?
We have now learned to perform high-speed parallel transfers. Let us consider a more complex case.

## BIT SERIAL TRANSFER

A serial input is one in which the bits of information ( 0 's or 1's) come in successively on a line. These bits may come in at regular intervals. This is normally called synchronous transmission. Or, they may come as bursts of data at random intervals. This is called asynchronous transmission. We will develop a program which can work in both cases. The principle of the capture of sequential data is simple: we will watch an input line, which will be assumed to be line 0 . When a bit of data is detected on this line, we will read the bit in, and shift it into a holding register. Whenever eight bits have been assembled, we will preserve the byte of data into the memory and assemble the next one. In order to simplify, we will assume that the number of bytes to be received is
known in advance. Otherwise, we might, for example, have to watch for a special break character, and stop the bit-serial transfer at this point. We have learned to do that. The flowchart for this program appears in Figure 6.6. The program appears below:


Fig. 6.6: Bit Serial Transfer-Flowchart

| PUSH | BC | SAVE WORD IN STACK |
| :--- | :--- | :--- |
| LD | C, 01H | RESET MARKER BIT |
| DEC | B | DECREMENT BYTE COUNTER |
| JR | NZ, LOOP | ASSEMBLE NEXT WORD |

This program has been designed for efficiency and will use new techniques which we will explain (see Fig. 6.7).

The conventions are the following: memory location COUNT is assumed to contain a count of the number of words to be transferred. Register C will be used to assemble eight consecutive bits coming in. Address INPUT refers to an input register. It is assumed that bit position 7 of this register is a status flag, or a clock bit. When it is " 0 '", data is not valid. When it is " 1 ", the data is valid. The data itself will be assumed to appear in bit position 0 of this same address. In many instances, the status information will appear on a different register than the data register. It should be a simple task, then, to modify this program accordingly. In addition, we will assume that the first bit of data to be received by this program is guaranteed to be a " 1 ". It indicates that the real data follows. If this were not the case, we will later see an obvious modification to take care of it. The program corresponds exactly to the flowchart of Fig. 6.6. The first few lines of the program implement a waiting loop which tests whether a bit is ready. To determine whether a bit is ready, we read the input register, then test the zero bit ( Z ). As long as this bit is " 0 ", the instruction JR will succeed, and we will branch back to the loop. Whenever the status (or clock) bit becomes true (' 1 '), then JR willfail and the next instruction will be executed.

This initial sequence of instructions corresponds to arrow 1 in Fig. 6.7.

At this point, the accumulator contains a " $l$ " in bit position 7 and the actual data bit in bit position 0 . The first data bit to arrive is going to be a " 1 ". However, the following bits may be either " 0 " or " 1 ". We now wish to preserve the data bit which has been collected in position 0 . The instruction:

SRL A
shifts the contents of the accumulator right by one position. This causes the right-most bit of A , which is our data bit, to fall into the carry bit. We will now preserve this data bit into register C (this process is illustrated by arrows 2 and 3 in Fig. 6.7):

RLC


Fig. 6.7: Serial-to-Parallel: The Registers

The effect of this instruction is to read the carry bit into the right-most bit position of $C$. At the same time, the left-most bit of $C$ falls into the carry bit. (If you have any doubts about the rotation operation, refer to Chapter 4!)

It is important to remember that a rotation operation will both save the carry bit, here into the right-most bit position, and also recondition the carry bit with the value of bit 7 .

Here, a ' 0 '" will fall into the carry. The next instruction:
JR NC, LOOP
tests the carry and branches back to address LOOP as long as the carry
is " 0 ". This is our automatic bit counter. It can readily be seen that, as a result of the first RL, C will contain " 00000001 ". Eight shifts later, the " 1 "' will finally fall into the carry bit and stop the branching. This is an ingenious way to implement an automatic loop counter without having to waste an instruction to decrement the contents of an index register. This technique is used in order to shorten the program and improve its performance.

When JR NC finally fails, 8 bits will have been assembled into C. This value should be preserved in the memory. This is accomplished by the next instruction (arrow 4 on Fig. 6.7):

## PUSH BC

We are here saving the contents of B and C into the stack. Saving into the stack is possible only if there is enough room in the stack. Provided that this condition is met, it is usually the fastest way to preserve a word in the memory, even though we save an unnecessary register (B). The stack pointer is updated automatically. If we were not pushing a word in the stack, we would have to use one more instruction to update a memory pointer. We could equivalently perform an indexed addressing operation, but that would also involve decrementing or incrementing the index, using extra time.

After the first word of data has been saved, there is no longer any guarantee that the first data bit to come in will be a " 1 '". It can be anything. We must, therefore, reset the contents to " 00000001 " so that we can keep using it as a bit counter. This is performed by the next instruction:

$$
\text { LD } \quad \mathrm{C}, 01 \mathrm{H}
$$

Finally, we will decrement the word counter, since a word has been assembled, and test whether we have reached the end of the transfer. This is accomplished by the next two instructions:

DEC B
JR NZ, LOOP
The above program has been designed for speed, so that one may capture a fast input stream of data bits. Once the program terminates, it is naturally advisable to immediately read away from the stack the words that have been saved there and transfer them elsewhere into the memory. We have already learned to perform such a block transfer in Chapter 2.

Exercise 6.6: Compute the maximum speed at which this program will be able to read serial bits. Look up the number of cycles required by every instruction in the table at the end of this book, then compute the time which will elapse during execution of this program. To compute the length of time which will be used by a loop, simply multiply the total duration of this loop, expressed in microseconds, by the number of times it will be executed. Also, when computing the maximum speed, assume that a data bit will be ready every time that the input location is sensed.

This program is more difficult to understand than the previous ones. Let us look at it again (refer to Fig. 6.6) in more detail, examining some trade-offs.

A bit of data comes into bit position 0 of "INPUT" from time to time. There might be, for example, three " 1 s " in succession. We must, therefore, differentiate between the successive bits coming in. This is the function of the "clock" signal.

The clock (or STATUS) signal tells us that the input bit is now valid. Before reading a bit, we will therefore first test the status bit. If the status is " 0 ', we must wait. If it is " 1 ', then the data bit is good.

We assume here that the status signal is connected to bit 7 of register INPUT.

Exercise 6.7: Can you explain why bit 7 is used for status, and bit 0 for data? Does it matter?

Once we have captured a data bit, we want to preserve it in a safe location, then shift it left, so that we can get the next bit.

Unfortunately, the accumulator is used to read and test both data and status in this program. If we were to accumulate data in the accumulator, bit position 7 would be erased by the status bit.

Exercise 6.8: Can you suggest a way to test status without erasing the contents of the accumulator (a special instruction)? If this can be done, could we use the accumulator to accumulate the successive bits coming in? Can you improve speed by using an 'automated jump'?

Exercise 6.9: Rewrite the program, using the accumulator to store the bits coming in. Compare it to the previous one in terms of speed and number of instructions.

Let us address two more possible variations.
We have assumed that, in our particular example, the very first bit to come in would be a special signal, guaranteed to be " 1 ". However, in
general, it may be anything.
Exercise 6.I0: Modify the program above, assuming that the very first bit to come in is valid data (not to be discarded), and can be " 0 " or " $l$ ". Hint: our "bit counter"' should still work correctly, if you initialize it with the correat value.

Finally, we have been saving the assembled word in the stack, to gain time. We could naturally save it in a specified memory area.
Exercise 6.11: Modify the program above, and save the assembled word in the memory area starting at BASE.

Exercise 6.12: Modify the program above so that the transfer will stop when the character " $S$ " is detected in the input stream.

## The Hardware Alternative

As usual for most standard input/output algorithms, it is possible to implement this procedure by hardware. The chip is called a UART. It will automatically accumulate the bits. However, when one wishes to reduce the component count, this program, or a variation of it, will be used instead.

Exercise 6.13: Modify the program, assuming that data is a vailable in bit position 0 of location INPUT, while the status information is available in bit position 0 of address INPUT $+I$.

## BASIC I/O SUMMARY

We have now learned to perform elementary input/output operations as well as to manage a stream of parallel data or serial bits. We are now ready to communicate with real input/output devices.

## COMMUNICATING WITH INPUT/OUTPUT DEVICES

In order to exchange data with input/output devices, we will first have to ascertain whether data is available, if we want to read it; or whether the device is ready to accept data, if we want to send it. Two procedures may be used: handshaking and interrupts. Let us study handshaking first.

## Handshaking

Handshaking is generally used to communicate between any two


Fig. 6.8: Handshaking (Output)
asynchronous devices, i.e., between any two devices which are not synchronized. For example, if we want to send a word to a parallel printer, we must first make sure that the input buffer of this printer is available. We will, therefore, ask the printer: Are you ready? The printer will say "yes" or "no." If it is not ready we will wait. If it is ready, we will send the data (see Fig. 6.8).


Fig. 6.8a: Handshaking (Input)

Conversely, before reading data from an input device, we will verify whether the data is valid. We will ask: "Is data valid?"' And the device will tell us "yes" or "no." The "yes or no" may be indicated by status bits, or by other means (see Fig. 6.8a).

As an analogy, whenever you wish to exchange information with someone who is independent and might be doing something eise at the time, you should ascertain that he is ready to communicate with you. The usual rule of courtesy is to shake his hand. Data exchange may then follow. This is the procedure normally used in communicating with in-
put/output devices.
Let us now illustrate this procedure with a simple example.

## Sending a Character To The Printer

The character will be assumed to be contained in memory location CHAR. The program to print it appears below:

WAIT IN A, (STATUS)
BIT 7, A TEST IF READY

JR Z, WAIT OTHERWISE WAIT
LD A, (CHAR) GET CHARACTER
OUT (PRNTD), A PRINTIT
JR WAIT GOFOR NEXT
The print program is straight forward and uses the handshaking procedure which has been described above. The data paths are shown in Figure 6.9.


Fig. 6.9: Printer-Data Paths

The character (called DATA) is located at memory location CHAR. First, the status of the printer is checked. Whenever bit 7 of the status
register becomes 1 , it indicates that the printer is ready for output, i.e., its output buffer is available. At this point, the character is loaded into the accumulator, then output to the printer, via the accumulator. As long as the status bit remains 0 , the program will remain in a loop, called WAIT in the program.

Exercise 6.14: How many instructions would be saved in the above program if it were possible to load data directly into register $C$ as well as output the contents of register C directly?

Exercise 6.15: When using an actual printer, it is usually necessary to send a start order before using the device. Modify this program to generate such an order, assuming that the start command is obtained by writing a I in bit position 0 of the STATUS register, which is assumed to be bidirectional.

Exercise 6.16: If the BIT instruction were not available, could you use another instruction instead, in line 4 of the program? If so, explain the advantage of using the BIT instruction, if any.
Exercise 6.17: Modify the program above to print a string of $n$ characters, where $n$ will be assumed to be less than 255.

Exercise 6.18: Modify the above program to print a string of characters until a "carriage-return' code is encountered.

Let us now complicate the output procedure by requiring a code conversion and by outputting to several devices at a time:

## Output To a Seven-Segment LED

A traditional seven-segment light-emitting diode (LED) may display the digits ' 0 ' through ' 9 ', or even ' 0 '" through ' $F$ '' hexadecimal by lighting combinations of its 7 segments. A seven-segment LED is shown in Figure 6.10. The characters that may be generated with this LED appear in Figure 6.11.

The segments of an LED are labeled " $a$ " through " $g$ " in Figure 6.10.
For example, " 0 ", will be displayed by lighting the segments abcdef. Let us assume, now, that bit ' 0 ' ' of an output port is connected to segment " $a$ ", that " 1 " is connected to segment " $b$ ", and so on. Bit 7 is not used. The binary code required to light up fedcba (to display ' 0 ') is, therefore, " 0111111 ". In hexadecimal this is " 3 F ". Do the following exercise.


Fig. 6.10: Seven-Segment LED


Fig. 6.11: Hexadecimal Characters Generated with a Seven-Segment LED

Exercise 6.19: Compute the seven-segment equivalent for the hexadecimal digits ' 0 '" through ' $F$ '. Fill out the table below:
$\left.\begin{array}{|c|c|c|c|c|c|c|c|}\hline \text { Hex } & \text { LED code } & \text { Hex } & \text { LEX code } & \text { Hex } & \text { LED code } & \text { Hex } & \text { LED code } \\ \hline 0 & 3 \mathrm{~F} & 4 & & 8 & & \mathrm{C} & \\ 1 & & 5 & & 9 & & \mathrm{D} & \\ 2 & & 6 & & \mathrm{~A} & & \mathrm{E} & \\ 3 & & 7 & & \mathrm{~B} & & & \mathrm{~F}\end{array}\right)$

Let us now display hexadecimal values on several LED's.

## Driving Multiple LED's

An LED has no memory. It will display the data only as long as its segment lines are active. In order to keep the cost of an LED display low, the microprocessor will display information on each of the LED's in turn. The rotation between the LED's must be fast enough so that there is no apparent blinking. This implies that the time spent from one LED to the next is less than 100 milliseconds. Let us design a program which will accomplish this. Register C will be used to point to the LED on which we want to display a digit. The accumulator is assumed to contain the hexadecimal value to be displayed on the LED. Our first concern is to convert the hexadecimal value into its seven-segment representation. In the preceding section, we have built the equivalence table. Since we are accessing a table, we will use the indexed addressing mode, where the displacement index will be provided by the hexadecimal value. This means that the seven-segment code for hexadecimal digit " 3 " is obtained by looking up the third element of the table after the base. The address of the base will be called SEGBAS. The program appears below:

| LEDS | LD | E, A | A CONTAINS HEX DIGIT |
| :--- | :--- | :--- | :--- |
|  | LD | D, 0 | USE 'dE"'AS DISPLACEMENT |
|  | LD | HL, SEGBAS | USE "HL" AS INDEX |
|  | ADD | HL, DE | TABLE ADDRESS |
|  | LD | A, (HL) | READ CODE FROM TABLE |
|  | LD | B, 50H | DELAY VALUE = ANY |
|  |  |  | LARGE NBR |
| OUT | (C), A | OUTPUT FOR SET DURATION |  |
| DELAY | DEC | B | DELAY COUNTER |


|  | JR | NZ, DELAY | KEEP LOOPING |
| :--- | :--- | :--- | :--- |
|  | DEC | C | C IS PORT NUMBER |
| LD | A, C |  |  |
|  | CP | MINLED | DONE FOR LAST LED? |
|  | JR | NZ, OUT |  |
| OUT | LD | BC, (MAXLED) | IF SO, RESET C TO TOP LED |

The program assumes that register C contains the address of the LED to be illuminated next, and that the accumulator A contains the digit to be displayed.

The program first looks up the seven-segment code corresponding to the hexadecimal value contained in the accumulator. Registers D and E are used as a displacement field, and registers H and L are used as a 16-bit index register. The code for the hexadecimal digit is added to the base address of the table:

LEDS LD E, A
LD D, 0
LD HL, SEGBAS
ADD HL, DE
A delay loop is then implemented, so that the code obtained from the table is displayed for an appropriate duration. Here the constant " 50 " hexadecimal has been arbitrarily chosen:

$$
\begin{array}{lll}
\text { LD } & \text { A, (HL) } & \text { READ CODE FROM TABLE } \\
\text { LD } & \text { B, } 50 \mathrm{H} & \text { DELAY VALUE }
\end{array}
$$

The delay is accomplished using a classic delay loop. The first instruction:

$$
\text { OUT } \quad(\mathrm{C}), \mathrm{A}
$$

outputs the contents of the accumulator at the I/O port pointed to by register $C$ (the LED number). The next two instructions implement the delay loop:

$$
\begin{array}{lll}
\text { DELAY } & \text { DEC } & \mathrm{B} \\
& \mathrm{JR} & \mathrm{~N} Z, \text { DELAY }
\end{array}
$$

Once the delay has been implemented, we must simply decrement the LED pointer, and make sure that we loop around to the highest LED address if the smallest LED address has been reached:

DEC C

|  | LD | A, C |
| :--- | :--- | :--- |
|  | CP | MINLED |
|  | JR | NZ, OUT |
| OUT | LD | BC, (MAXLED) |

It is assumed here that the above program has been written as a subroutine, and the last instruction is then RET:"return from subroutine".

Exercise 6.20: It is usually necessary to turn off the segment drivers for the LED prior to displaying the digit. Modify the above program by adding the necessary instructions (output " 00 "' as the character code prior to outputing the character).

Exercise 6.21: What would happen to the display if the DELA Y label were moved up by one line position? Would this change the timing? Would this change the appearance of the display?

Exercise 6.22: You will notice that the first four instructions of the program are, in fact, performing a l6-bit indexed memory access. However, it seems clumsy, without using the indexing mechanism. Assume that the SEGBAS address is known in advance. Call SEGBSH the high-order part of this address, and SEGBSL the low part of this address. Store $S E G B S H$ in the high-order part of the IX register. Now write the above program, using the $Z 80$ index-addressing mechanism, and using SEGBSL as the displacement field of the instrucion. What are the advantages and disadvantages of this approach?

Exercise 6.23: Assuming that the above program is a subroutine, you will notice that it uses registers $B, D, E, H$ and $L$ internally, and modifies their contents. If the subroutine may freely use the memory area designated by address T1, T2, T3, T4, T5, could you add instructions at the beginning and at the end of this program which will guarantee that, when the subroutine returns, the contents of registers $B, D, E, H$ and $L$, will be the same as when the subroutine was entered?

Exercise 6.24: Same exercise as above, but assume that the memory area Tl, etc., is not available to the subroutine. (Hint: remember that there is a built-in mechanism in every computer for preserving information in a chronological order.)

We have now solved common input/output problems. Let us consider the case of a common peripheral: the Teletype.

## Teletype Input-Output

The Teletype is a serial device. It both sends and receives words of information in a serial format. Each character is encoded in an 8-bit ASCII format (the ASCII table appears at the end of this book). In addition, every character is preceded by a "start" bit, and terminated by two "stop" bits. In the so-called 20 -milliamp current loop interface, which is most frequently used, the state of the line is normally a " 1 ". This is used to indicate to the processor that the line has not been cut. A start is a " 1 "'-to-" 0 ' transition. It indicates to the receiving device that data bits follow. The standard Teletype is a 10 -characters-per-second device. We have just established that each character requires 11 bits. This means that the Teletype will transmit 110 bits per second. It is said to be a 110-baud device. We will design a program to serialize bits out to the Teletype at the correct speed.


Fig. 6.12: Format of a Teletype Word
One-hundred-and-ten bits per second implies that bits are separated by 9.09 milliseconds. This will have to be the duration of the delay loop to be implemented between successive bits. The format of a Teletype word appears in Figure 6.12. The flowchart for bit input appears in Figure 6.13. The program follows:

| TTYIN | IN | A, (STATUS) |  |
| :--- | :--- | :--- | :--- |
|  | BIT | 7, A | DATA READY? |
|  | JR | Z, TTYIN | OTHERWISE WAIT |
|  | CALL | DELAY1 | CENTER OF PULSE |
|  | IN | A, (TTYBIT) | START BIT |
|  | OUT | (TTYBIT), A | ECHO IT |
|  | CALL | DELAY9 | NEXT PULSE (9 MS) |
|  | LD | B, 08H | BIT COUNT |
|  | IN | A, (TTYBIT) | READ DATA BIT |
|  | OUT | (TTYBIT), A | ECHO IT |
|  | SRL | A | SAVE IT IN CARRY |



Fig. 6.13: TTY Input with Echo

| RR | C | PRESERVE IT INTO C |
| :--- | :--- | :--- |
| CALL | DELAY9 | NEXT PULSE (9 MS) |
| DEC | B | DECREMENT BIT COUNT |
| JR | NZ, NEXT |  |
| IN | A, (TTYBIT) | READ STOP BIT |
| OUT | (TTYBIT), A | ECHO IT |
| CALL | DELAY9 | SKIP SECOND STOP |
| RET |  |  |

Fig. 6.14: Teletype Program
Let us examine the program in detail. First, the status of the Teletype must be tested to determine if a character is available:

TTYIN

| IN | A, (STATUS) |
| :--- | :--- |
| BIT | 7, A |
| JR | Z, TTYIN |

The "BIT" instruction is a useful Z80 facility which allows testing any bit in any data register. It does not modify the contents of the register under test. The Z flag is set if the specified bit is 0 , and reset otherwise.

This program will, therefore, loop until the status finally becomes " 1 ". It is a classic polling loop.

Note also that, since the STATUS does not need to be preserved, we could advantageously use

$$
\text { AND } \quad 10000000 \mathrm{~B}
$$

instead of

$$
\text { BIT } \quad 7, \mathrm{~A}
$$

Using the AND instruction saves two bytes. However, it destroys the contents of A (acceptable here).

When optimizing a program, remember that each new instruction may introduce side-effects.

Next, a 4.5 ms delay is implemented in order to sense the start bit in the middle of the pulse.

## CALL DELAYI

where DELAY1 is the delay subroutine implementing the required delay. The first bit to come is the start bit. It should be echoed to the Teletype, but otherwise ignored. This is done by the next instructions:

| TTYIN | IN | A, (TTYBIT) |
| :--- | :--- | :--- |
|  | OUT | (TTYBIT), A |

We must then wait for the first data bit. The necessary delay is equal to 9.09 milliseconds and is implemented by a subroutine:

CALL DELAY9
Register B is used as a counter and is loaded with the value 8 in order to capture the 8 data bits:

LD B, 08 H
Next, each data bit will be read in turn into the accumulator, then echoed. It is assumed to arrive in bit position 0 of the accumulator. The data bit will then be preserved into register C , where it will be shifted in. The transfer from A to C is performed through the carry bit:

| NEXT | IN | A, (TTYBIT) |
| :--- | :--- | :--- |
|  | OUT | (TTYBIT), A |
|  | SRL | A |
|  | C | C |

This sequence is illustrated in Figure 6.15.


Fig. 6.15: Teletype Input
Next, the usual 9 millisecond delay is implemented, the bit-counter is decremented, and the loop is entered again as long as the eight bits have not been captured:

CALL DELAY9
DEC B
JR NZ, NEXT
Finally, the STOP bit is captured, and echoed. It is usually sufficient to send a single STOP bit, however both could be sent back using two more instructions:
IN A, (TTYBIT)

OUT (TTYBIT), A
CALL DELAY9
RET

The program should be examined with attention. The logic is quite simple. The new fact is that whenever a bit is read from the Teletype (at address TTYBIT), it is echoed back to the Teletype. This is a standard feature of the Teletype. Whenever a user presses a key, the information is transmitted to the processor and then back to the printing mechanism of the Teletype. This verifies that the transmission lines are working and that the processor is operating when a character is, indeed, printing correctly on the paper.


Fig. 6.16: Teletype Output

Exercise 6.25: Write the delay routine which results in the 9.09 millisecond delay. (DELA Y subroutine)

Exercise 6.26: Using the example of the program developed above, write a PRINTC program which will print on the Teletype the contents of memory location CHAR (see Fig. 6.15).

The answer appears below:

| PRINTC | LD | B, 11 | COUNTER $=11$ BITS |
| :--- | :--- | :--- | :--- |
|  | LD | A, (CHAR) | GET CHARACTER |
|  | OR | A | CLEAR CARRY $=$ START BIT |
|  | RLA |  | CARRY INTO A |

NEXT OUT (TTYBIT), A OUTPUT
CALL DELAY

RRA
SCF
DEC B
JR NZ, NEXT
RET

NEXT BIT
CARRY $=1$ (STOP BIT)
BIT COUNT

Register B is used as a bit counter for the transmission. The contents of bit 0 of A will be sent to the Teletype line ("TTYBIT"). Note how the carry is used to provide a ninth bit (the START bit). Also, note that the carry is cleared by:

OR A
At the end of the program, the carry is set to one by:
SCF
in order to generate a stop bit.

Exercise 6.27: Modify the program so that it waits for a START bit instead of a STATUS bit.

## Printing a String of Characters

We will assume that the PRINTC routine (see Exercise 6.26) takes care of printing a character on our printer, or display, or any output device. We will here print the contents of memory locations (START) to (START + N).
The program is straightforward (see Figure 6.17):

| PSTRING | LD | B, NBR | LENGTH OF STRING |
| :--- | :--- | :--- | :--- |
|  | LD | HL, START | BASE ADDRESS |
| NEXT | LD | A, (HL) | GET CHARACTER |
|  | CALL | PRINTC | PRINT IT |
|  | INC | HL | NEXT ELEMENT |
|  | DEC | B |  |
|  | JR | NZ, NEXT | DO IT AGAIN |
|  | RET |  |  |



Fig. 6.17: Printing a Memory Block

## PERIPHERAL SUMMARY

We have now described the basic programming techniques used to communicate with typical input/output devices. In addition to the data transfer, it will be necessary to condition one or more control registers within each I/O device in order to condition the transfer speeds, the interrupt mechanism, and the various other options correctly. The manual for each device should be consulted. (For more details on the specific algorithms for exchanging information with all the usual peripherals, the reader is referred to our book, C207, Microprocessor Interfacing Techniques.)

We have now learned to manage single devices. However, in a real system, all peripherals are connected to the buses, and may request service simultaneously. How are we going to schedule the processor's time?

## INPUT/OUTPUT SCHEDULING

Since input/output requests may occur simultaneously, a scheduling mechanism must be implemented in every system to determine in which order service will be granted. Three basic input/output techniques are used, which can be combined with each other. They are: polling, interrupt, DMA. Polling and interrupts will be described here. DMA is purely a hardware technique, and as such will not be described here. (It is covered in the reference books C201 and C207.)

## Polling

Conceptually, polling is the simplest method for managing multiple peripherals. With this strategy, the processor interrogates the devices connected to the buses in turn. If a device requests service, the service is granted. If it does not request service, the next peripheral is examined. Polling is used not just for the devices, but for any device service routine.
As an example, if the system is equipped with a Teletype, a tape recorder, and a CRT display, the polling routine would interrogate the Teletype: "Do you have a character to transmit?" It would interrogate the Teletype output routine, asking: "Do you have a character to send?" Then, assuming that the answers are negative so far, it would interrogate the tape-recorder routines, and finally the CRT display. If only one device is connected to a system, polling will be used as well to determine whether it needs service. As an example, the flowcharts for reading a paper-tape reader and for printing on a printer appear in Figures 6.20 and 6.21 .


Fig. 6.18: Three Methods of I/O Control

Example: a polling loop for devices 1, 2, 3, 4 (see Fig. 6.19):

| POLL4 IN | A, (STATUS 1) | GET STATUS OF DEVICE 1 |
| :--- | :--- | :--- |
| BIT | 7, A | SERVICE REQUEST? |
| CALL | NZ, ONE | BIT $7=1 ?$ |
| IN | A, (STATUS2) | DEVICE 2 |
| BIT | 7, A |  |
| CALL | NZ, TWO |  |
| IN | A, (STATUS3) | DEVICE 3 |
| BIT | 7, A |  |
| CALL | NZ, THREE |  |
| IN | A, (STATUS4) | DEVICE 4 |
| BIT | 7, A |  |
| CALL | NZ, FOUR |  |
| JR | POLL4 | NO REQUEST, TRY AGAIN |

Bit 7 of the status register for each device is " 1 " when it wants service. When a request is sensed, this program branches to the device handler, at address ONE for device 1, TWO for device 2, etc.

A fine point is worth noting here. For each instruction, it is important to verify carefully the way in which it affects the condition codes. It should be noted that the input instruction does not change the flags. If a memory-load instruction has been used instead of an input instruction, bit 7 of the input would automatically be reflected as the SIGN bit in the flags register. The special instruction "BIT 7,A" would become unnecessary. However, because the IN instruction does not change the flags, this extra test must be included in the program.

In some hardware implementations, input/output devices may be treated as memory devices for purposes of addressing. This is called memory-mapped input/output. In this case, the IN instruction would be replaced by an LD instruction and the rest of the program would be modified as indicated above.

The advantages of polling are obvious: it is simple, does not require any hardware assistance, and keeps all input/output synchronous with the program operation. Its disadvantage is just as obvious: most of the processor's time is wasted looking at devices that do not need service. In addition, by wasting so much time, the processor might give service to a device too late.

Another mechanism is, therefore, desirable in order to guarantee that the processor's time can be used to perform useful computations rather than polling devices needlessly all the time. However, let us stress that polling is used extensively whenever a microprocessor has nothing bet-


Fig. 6.19: Polling Loop Flowchart


Fig. 6.20: Reading from a Paper-Tape Reader


Fig. 6.21: Printing on a Punch or Printer
ter to do, as it keeps the overall organization simple. Let us examine the essential alternative to polling: interrupts.

## Interrupts

The concept of interrupts is illustrated in Figure 6.18. A special hardware line, the interrupt line, is connected to a specialized pin of the microprocessor. Multiple input/output devices may be connected to this interrupt line. When any one of them needs service, it sends a level or a puise on this line. An interrupt signal is the service request from an input/output device to the processor. Let us examine the response of the processor to this interrupt.

In any case, the processor completes the instruction that it was currently executing; otherwise, this would create chaos inside the microprocessor. Next, the microprocessor should branch to an interrupt-handling routine which will process the interrupt. Branching to such a subroutine implies that the contents of the program counter must be saved on the stack. An interrupt must, therefore, cause the automatic preservation of the program counter on the stack. In addition, the flag register F should be also preserved automatically, as its contents will be altered by any subsequent instruction. Finally, if the interrupt-handling
routine should modify any internal registers, these internal registers should also be preserved on the stack (see Figures 6.22 and 6.23).


Fig. 6.22: Z80 Stack After Interruption


Fig. 6.23: Saving Some Working Registers
After all these registers have been preserved, one can branch to the appropriate interrupt-handling address. At the end of this routine, all the registers should be restored, and a special interrupt return should be executed so that the main program will resume execution. Let us examine in more detail the interrupt lines of the Z 80 .

## Z80 Interrupts

An interrupt is a signal sent to the microprocessor, which may request service at any time and is asynchronous to the program. Whenever a program branches to a subroutine, such branching is synchronous to program execution, i.e., scheduled by the program. An interrupt, however, may occur at any time, and will generally suspend the execution of the current program (without the program knowing it). Because it may happen at any time relative to program execution, it is called asynchronous.

Three interruption mechanisms are provided on the Z80: the bus request (BUSRQ), the non-maskable interrupt (NMI) and the usual interrupt (INT).

Let us examine these three types.

## The Bus Request

The bus request is the highest priority interrupt mechanism on the ${ }^{*}$ Z80. The interrupt sequence for the Z 80 is shown in Figure 6.24. As a general rule, no interrupt will be sensed by the Z 80 until the current machine cycle is completed. The NMI and INT interrupts will not be taken into account until the current instruction is finished. However, the BUSRQ will be handled at the end of the current machine cycle, without necessarily waiting for the end of the instruction. It is used for


Fig. 6.24: Interrupt Sequence
a direct memory access (DMA), and will cause the $Z 80$ to go into DMA mode (see ref. C201 for an explanation of the DMA mechanism). If the end of an instruction has been reached, and if any NMI or INT were pending, they would be memorized internally in the Z80 by setting specialized flip-flops: the NMI flip-flop, and the INT flip-flop. In DMA mode, the Z80 suspends operation and releases its data-bus and address-bus in the high-impedance state. This mode is normally used by a DMA controller to perform transfers between a high-speed inputoutput device and the memory, using the microprocessor data-bus and address-bus. The end of a DMA operation is indicated to the Z80 by BUSRQ changing levels. At this point, the Z 80 will resume normal operation. In particular, it will first check whether its internal NMI or INT flip-flops had been set and, if so, execute the corresponding interrupts.

The DMA should normally not be of concern to the programmer, unless timing is important. If a DMA controller is present in the system, the programmer must understand that the DMA may delay the response to an NMI or an INT.

## The Non-Maskable Interrupt

This type of interrupt cannot be inhibited by the programmer. It is therefore said to be non-maskable, hence its name. It will always be accepted by the Z80 upon completion of the current instruction, assuming no bus request was received. (If an NMI is received during a BUSRQ, it will set the internal NMI flip-flop, and will be processed at the end of the BUSRQ.)

The NMI will cause an automatic push of the program counter into the stack and branch to address 0066 H : the two bytes representing the address 0066 H will be installed in the program counter. They represent the start address of the handling routine for the NMI (see figure 6.25).

This interrupt mechanism has been designed for speed, as it is used in case of "emergencies". Therefore, it does not offer the flexibility of the maskable interrupt mode, described below.

Note also that an interrupt routine must have been loaded at address 006 H prior to using the NMI.


Fig. 6.25: NMI Forces Automatic Vectoring
NMI causes an automatic restart at location 0066 H . The sequence of events is the following:

| PCC | $\longrightarrow$ |
| :--- | :--- | | STACK |
| :--- |
| IFF1 |
| 0 |
| IFF2 |$\longrightarrow$| (preserve program counter) |
| :--- |
| (preserve IFF) |
| (reset IFF) |
| (execute interrupt handler) |

Also, the status of interrupt-mask-bit flip-flop (IFF1) at the time that NMI was received is preserved automatically into IFF2. Then, IFF1 is reset in order to prevent any further interrupts. This feature is important to prevent the loss of lower-priority INT's and simplifies the external hardware: the status of a pending INT is preserved internally in the Z80.

The NMI interrupt is normally used for high priority events such as a real-time clock or a power failure.

The return from an NMI is accomplished by a special instruction, RETN: "return from non-maskable interrupt." The contents of IFF1 are restored from IFF2, and the contents of the program counter PC are restored from their location in the stack. Since IFF1 had been reset during execution of the NMI, no external INT's could be accepted during the NMI: there has been no loss of information.

Upon termination of the interrupt handler, the sequence is:


Note that, once IFF1 is restored, maskable interrupt enable status is restored.

## Interrupt

The ordinary, maskable, interrupt INT may operate in one of three modes. They are specific to the Z 80 , as the 8080 is equipped with only a single interrupt mode. The ordinary interrupt INT may also be masked selectively by the programmer. Setting the interrupt flip-flops IFF1 and IFF2 to a " 1 " will authorize interruptions. Setting them to a " 0 ", (masking them) will prevent detection of INT. The EI instruction is used to set them, and the DI instruction is used to reset them. IFF1 and IFF2 are set or reset simultaneously. During execution of the EI and DI instructions, INT's are disabled in order to prevent any loss of information.

Let us now examine the three interrupt modes:

## Interrupt Mode 0

This mode is identical to the 8080 interrupt mode. The Z 80 will operate in interrupt mode 0 either when initially started (when the RESET signal has been applied) or else when an IM0 instruction has been executed. Once mode 0 has been set, an interrupt will be recognized if the interrupt enable flip-flop IFF1 is set to 1, provided no bus-request or non-maskable interrupt occurs at the same time. The interrupt will be detected only at the end of an instruction. Essentially, the Z80 will respond to the interrupt by generating an IORQ (as well as an M1 signal), and then do nothing, except wait.

It is the responsibility of an external device to recognize the IORQ and M1 (this is called an interrupt acknowledge or INTA) and to place an instruction on the data-bus. The Z 80 expects an instruction to be placed on its data bus by the external device within the next cycle. Typically, an RST or a CALL instruction is placed on the bus. Both of these instructions automatically preserve the program-counter in the stack, and cause branching to a specific address. The advantage of the RST instruction is that it resides within a single byte, i.e., it executes rapidly. Its disadvantage is to branch to only one of eight possible locations in page zero (addresses 0 through 225). The advantage of the CALL instruction is that it is a general-purpose branch instruction which specifies a full 16 -bit address. However, it requires three bytes and therefore executes less rapidly.

Note that once the interrupt processing starts, all further interrupts are disabled. IFF1 and IFF2 are automatically set to ' 0 '". It is then the responsibility of the programmer to insert an EI instruction (Enable In-
terrupts) at the appropriate location within his program if he wishes to enable interrupts, and, in any case, before returning from the interrupt.

The detailed sequence corresponding to the mode 0 interrupt is shown in Figure 6.26.


Fig. 6.26: Interrupt Modes

The return from the interrupt is accomplished by an RETI instruction. Let us remind the programmer at this point that he/she is usually responsible for explicitly clearing the interrupt which has been serviced on the I/O device, and always for restoring the interrupt disable flag inside the Z80. However, the peripheral controller may use the INTA signal to clear the INT request, thus freeing the programmer of this chore.

In addition, should the interrupt-handling routine modify the contents of any of the internal registers, the programmer is specifically responsible for preserving these registers in the stack prior to executing the interrupt-handling routine. Otherwise, the contents of these registers will be destroyed, and when the interrupted program resumes exe-
cution, it will fail. For example, assuming that registers A, B, C, D, E, $H$ and $L$ will be used within the interrupt handler, they will have to be saved (see Figure 6.27).


Fig. 6.27: Saving the Registers
The corresponding program is:
SAVREG PUSH AF
PUSH BC
PUSH DE
PUSH HL
Upon completion of the interrupt-handling routine, these registers must be restored. The interrupt handler will terminate with the following sequence of instructions:

| POP | HL |  |
| :--- | :--- | :--- |
| POP | DE |  |
| POP | BC |  |
| POP | AF | (unless EI was used earlier in <br> EI |
|  |  | the routine) |

Additionally, if registers IX and IY are used by the routine they must also be preserved, then restored.

## Interrupt Mode I

This interrupt mode is set by executing the IM1 instruction. It is an automated interrupt handler which causes an automatic branch to location 0038 H . It is therefore essentially analogous to the NMI interrupt mechanism except that it may be masked. The Z80 automatically preserves the contents of PC into the stack (see Figure 6.28).


Fig. 6.28: Mode 1 Interrupt

This automated interrupt response, which 'vectors" all interrupts to memory location 38 H , minimizes the amount of external hardware necessary for using interrupts. Its possible disadvantage is to cause a branch to a single memory location. In case several devices are connected to the INT line, the program starting at location 38 H will be responsible for determining which device requested service. This problem will be addressed below.

One precaution must be taken with respect to the timing of this interrupt: when performing programmed input/output transfers, the Z80 will ignore any data that may be present in the data bus during the cycle which follows the interrupt (the interrupt acknowledge cycle).

## Interrupt Mode 2 (Vectored Interrupts)

This mode is set by executing an IM2 instruction. It is a powerful mode which allows automatic vectoring of interrupts. The interrupt vector is an address supplied by the peripheral device which generated the interrupt, and used as a memory pointer to the start address of the interrupt-handling routine. The addresssing mechanism provided by the Z 80 in mode 2 is indirect, rather than direct. Each peripheral supplies a seven-bit branching address which is appended to the 8 -bit address contained in the special I register in the Z 80 . The right-most bit of the final 16 -bit address bit 0 is set to " 0 ". This resulting address points to an entry in a table anywhere in the memory. This table may contain up to eight double-word entries. Each of these double words is the address of the interrupt handler for the corresponding device. This is illustrated in Figures 6.29 and 6.30.


Fig. 6.29: Mode 2 Interrupt
The interrupt table may have up to 128 entries.
In this mode, the Z80 also automatically pushes the contents of the program counter into the stack. This is obviously necessary, since PC will be reloaded with the contents of the interrupt table entry corresponding to the vector provided by the device.

## Interrupt Overhead

For a graphic comparison of the polling process vs. the interrupt process, refer to Figure 6.18, where the polling process is illustrated on the top, and the interrupt process underneath. It can be seen that in the polling technique the program wastes a lot of time waiting.


Fig. 6.30: Mode 2-A Practical Example
Using interrupts, the program is interrupted, the interrupt is serviced, then the program resumes. However, the obvious disadvantage of an interrupt is to introduce several additional instructions at the beginning and at the end, resulting in a delay before the first instruction of the device handler can be executed. This is additional overhead.

Exercise 6.28: Using the table indicating the number of cycles per instruction, in the Appendix, compute how much time will be lost to save and then restore registers $A, B, D, H$.

Having clarified the operation of the interrupt lines, let us now consider two important remaining problems:

1-How do we resolve the problem of multiple devices triggering an
interrupt at the same time?
2-How do we resolve the problem of an interrupt occurring while another interrupt is being serviced?

## Multiple Devices Connected to a Single Interrupt Line

Whenever an interrupt occurs, the processor branches to a specified address. Before it can do any effective processing, the interrupt handling routine must determine which device triggered the interrupt. Two methods are available to identify the device, as usual: a software method and a hardware method.

In the software method, polling is used: the microprocessor interrogates each of the devices in turn and asks them, "Did you trigger the interrupt?" If the answer is negative, it interrogates the next one. This process is illustrated in Figure 6.31. A sample program is:

| POLINT | IN | A, (STATUSI) | READ STATUS |
| :--- | :--- | :--- | :--- |
|  | BIT | 7, A | DID DEVICE REQUEST INT? |
|  | JP | NZ, ONE | HANDLE IT IF SO |
|  | IN | A, (STATUS2) |  |
|  | BIT | 7, A |  |
|  | JP | NZ, TWO |  |
|  | etc. | --- |  |

The hardware method uses additional components but provides the address of the interrupting device simultaneously with the interrupt request. The device now universally used to provide this facility is called a "PIC", or priority-interrupt-controller. Such a PIC will automatically


Fig. 6.31: Polled vs. Vectored Interrupt
place on the data bus the actual required branching address for the interrupting peripheral.

To be more precise, when operating in mode 0 , the PIC will supply a one-byte RST or a three-byte CALL on the data bus in response to the interrupt acknowledge, thus automating the interrupt vectoring, and minimizing the overhead.

Note that a subroutine call instruction is required as the Z 80 does not save the PC when operating in mode 0 .

In most cases, the speed of reaction to an interrupt is not crucial, and a polling approach is used. If response time is a primary consideration, a hardware approach must be used.

## Simultaneous Interrupts

The next problem which may occur is that a new interrupt can be triggered during the execution of an interrupt-handling routine. Let us examine what happens and how the stack is used to solve the problem. We have indicated in Chapter 2 that this was another essential role of the stack, and the time has come now to demonstrate its use. We will refer to Figure 6.33 to illustrate multiple interrupts. Time elapses from left to right in the illustration. The contents of the stack are shown at the bottom of the illustration. Looking at the left, at time T0, program $P$ is in execution. Moving to the right, at time T1, interrupt 11 occurs. We will assume that the interrupt mask was enabled, authorizing II. Program P will be suspended. This is shown at the bottom of the illustration. The stack will contain the program counter and the status register of program P , at least, plus any optional registers that might be saved by the interrupt handler or 11 itself.


Fig. 6.32: Several Devices May Use the Same Interrupt Line
At time T 1 , interrupt 11 starts executing until time T 2 . At time T 2 , interrupt I2 occurs. We will assume that interrupt I2 has a higher priority than interrupt I1. If it had a lower priority, it would be ignored until I1 had been completed. At time T2, the registers for II are stacked, and this appears at the bottom of the illustration. Again, the contents of the program counter and AF are pushed into the stack. In addition, the routine for $\mathbf{I 2}$ might decide to save an additional few registers. I2 will now execute to completion at time T3.

When 12 terminates, the contents of the stack are automatically popped back into the Z80, and this is illustrated at the bottom of Figure 6.33. Thus, automatically 11 resumes execution. Unfortunately, at time T4, an interrupt 13 of higher priority occurs again. We can see at the bottom of the illustration that again the registers for 11 are pushed into the stack. Interrupt 13 executes from T4 to T5 and terminates at T5. At


Fig. 6.33: Stack Contents During Multiple Interrupts
that time, the contents of the stack are popped into Z 80 , and interrupt 11 resumes execution. This time it runs to completion and terminates at T6. At T6, the remaining registers that have been saved in the stack are popped into Z 80 , and program P may resume execution. The reader will verify that the stack is empty it this point. In fact, the number of dashed lines indicating program suspension indicates at the same time how many levels there are in the stack.

Exercise 6.29: Assume that the area available to the stack is limited to 300 locations in a specific program. Assume that all the registers must always be saved and that the programmer allows interrupts to be nested, i.e., to interrupt each other. Which is the maximum number of simultaneous interrupts that can be handled? W'ill any other factor contribute to still reduce further the maximum number of simultaneous interrupts?

It must be stressed, however, that, in practice, microprocessor systems are normally connected to a small number of devices using interrupts. It is, therefore, unlikely that a high number of simultaneous interrupts will occur in such a system.

We have now solved all the problems usually associated with interrupts. Their use is, in fact, simple and they should be employed to advantage even by the novice programmer.

## SUMMARY

In this chapter we have presented the range of techniques used to communicate with the outside world. From elementary input/output routines to more complex programs for communication with actual peripherals, we have learned to develop all the usual programs and have even examined the efficiency of benchmark programs in the case of a parallel transfer and a parallel-to-serial conversion. Finally, we have learned to schedule the operation of multiple peripherals by using polling and interrupts. Naturally, many other exotic input/output devices might be connected to a system. With the array of techniques which have been presented so far, and with an understanding of the peripherals involved, it should be possible to solve most common problems.

In the next chapter, we will examine the actual characteristics of the input/output interface chips usually connected to a Z80. Then, we will consider the basic data structures that the programmer may use.

Exercise 6.30: Compute the overhead when operating in mode 0, assuming that all registers are saved, and that an RST is received in response to the interrupt acknowledge. The overhead is defined as the total delay incurred, exclusive of the instructions required to implement the interrupt processing proper.

Exercise 6.31: A 7-segment LED display can also display digits other than the hex alphabet. Compute the codes for: $H, I, J, L, O, P, S, U$, $Y, g, h, i, j, l, n, o, p, r, t, u, y$.

Exercise 6.32: The flowchart for interrupt management appears in Figure 6.34 Answer the following questions:
a-What is done by hardware, what is done by software?
$b$-What is the use of the mask?
$c-H o w ~ m a n y ~ r e g i s t e r s ~ s h o u l d ~ b e ~ p r e s e r v e d ? ~ ? ~$
$d$-How is the interrupting device identified?
e-What does the RETI instruction do? How does it differ from a subroutine return?
$f$-Suggest a way to handle a stack overflow situation.
g—What is the overhead ("lost time") introduced by the interrupt mechanism?


Fig. 6.34: Interrupt Logic
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## INPUT/OUTPUT DEVICES

## INTRODUCTION

We have learned how to program the Z 80 microprocessor in most usual situations. However, we should make a special mention of the input/output chips normally connected to the microprocessor. Because of the progress in LSI integration, new chips have been introduced which did not exist before. As a result, programming a system requires, naturally, first to program a microprocessor itself, and then to program the input/output chips. In fact, it is often more difficult to remember how to program the various control options of an input/ output chip than to program the microprocessor itself! This is not because the programming in itself is more difficult, but because each of these devices has its own idiosyncrasies. We are going to examine here first the most general input/output device, the programmable input/ output chip (in short a 'PIO"), then some Zilog I/O devices.

## The "Standard PIO"

There is no 'standard PIO'. However, each PIOdevice is essentially analogous in function to all similar PIO's produced by other manufacturers for the same purpose. The purpose of a PIO is to provide a multiport connection for input/output devices. (A 'port"' is simply a set of 8 input/output lines.) Each PIO provides at least two sets of 8 -bit lines for I/O devices. Each I/O device needs a data buffer in order to stabilize the contents of the data bus on output at least. Our PIO will, therefore, be equipped at a minimum with a buffer for each port.

In addition, we have established that the microcomputer will use a handshaking procedure, or else interrupts to communicate with the

I/O device. The PIO will also use a similar procedure to communicate with the peripheral. Each PIO must, therefore, be equipped with at least two control lines per port to implement the handshaking function.

The microprocessor will also need to be able to read the status of each port. Each port must be equipped with one or more status bits. Finally, a number of options will exist within each PIO to configure its resources. The programmer must be able to access a special register within the PIO to specify the programming options. This is the control-register. In some cases the status information is part of the control register.


Fig. 7.1: Typical PIO
One essential faculty of the PIO is the fact that each line may be configured as either an input or an output line. The diagram of a PIO appears in illustration 7.1. The programmer may specify whether any line will be input or output. In order to program the direction of the lines, a data-direction register is provided for each port. A " 0 " in a bit position of the data-direction register specifies an input. A ' 1 "' specifies an output.

It may be surprising to see that a " 0 " is used for input and a " 1 " for output when really " 0 " should correspond to output and " 1 " to input. This is quite deliberate: whenever power is applied to the system, it is of great importance that all the I/O lines be configured as input. Otherwise, if the microcomputer is connected to some
dangerous peripheral, it might activate it by accident. When a reset is applied, all registers are normally zeroed and that will result in configuring all input lines of the PIO as inputs. The connection to the microprocessor appears on the left of the illustration. The PIO naturally connects to the 8 -bit data bus, the microprocessor address bus, and the microprocessor control-bus. The programmer will simply specify the address of any register that it wishes to access within the PIO.

## The Internal Control Register

The Control Register of the PIO provides a number of options for generating or sensing interrupts, or for implementing automatic handshake functions. The complete description of the facilities provided is not necessary here. Simply, the user of any practical system which uses a PIO will have to refer to the data-sheet showing the effect of setting the various bits of the control register. Whenever the system is initialized, the programmer will have to load the control register of the PIO with the correct contents for the expected application (see ref. D380 for a detailed description).


Fig. 7.2: Using a PIO-Load Control Register


Fig. 7.3: Using a PIO-Load Data Direction


Fig. 7.4: Using a PIO-Read Status


Fig. 7.5: Using a PIO Read INPUT

## Programming a PIO

A typical sequence, when using a PIO channel, is the following (assuming an input):

## Load the control register

This is accomplished by a programmed transfer between a Z80 register (usually the accumulator) and the PIO control register. This sets the options and operating mode of the PIO (see Figure 7.2). It is normally done only once at the beginning of a program.

## Load the direction register

This specifies the direction in which the I/O lines will be used. (See Figure 7.3.)

## Read the status

The status register indicates whether a valid byte is available on input. (See Figure 7.4).

## Read the port

The byte is read into the Z80. (See Figure 7.5).


Fig. 7.6: $\mathbb{Z 8 0}$ PIO pinout

## The Zillog Z80 PIO

The Z80 PIO is a two-port PIO whose architecture is essentially compatible with the standard model we have described. The actual pinout is shown in Figure 7.6, and a block diagram is shown in Figure 7.7.

Each PIO port has six registers: an 8 -bit input register, a 9 -bit output register, a 2 -bit mode-control register, an 8 -bit mask register, an 8 -bit input/output select (direction register), and a 2 -bit maskcontrol register. The last three registers are used only when the port is programmed to operate in the bit mode.

The PIO may operate in one of four modes, as selected by the contents of the mode-control registers ( 2 bits). They are: byte output, byte input, byte bidirectional bus, and bit mode.

The two bits of the mask control registers are loaded by the programmer, and specify the high or low state of a peripheral device which is to be monitored, and conditions for which an interrupt can be generated.
The 8-bit input/output select register allows any pin to be either an input or an output when operating in that mode.


Fig. 7.7: Z80 PIO Block Diagram

## Programming the Zilog PIO

A typical sequence for using a PIO, say in bit mode, would be the following:

Load the mode control register to specify the bit mode.
Load the input/output select register of port A to specify that lines $0-5$ are inputs and lines 6 and 7 are outputs.

Then a word would be read by reading the contents of the input buffer.

Additionally, the mask register could be used to specify the status conditions.

For a detailed description of the operation of the PIO, the reader is referred to the companion volume in this series, the Z80 Applications Book.

## The Z80 SIO

The SIO (Serial Input/Output) is a dual-channel peripheral chip designed to facilitate asynchronous communications in serial form. It includes a UART, i.e., a universal asynchronous receiver-transmitter. Its essential function is serial-to-parallel and parallel-to-serial conversion. However, this chip is equipped with sophisticated capabilities, like automatic handling of complex byte-oriented protocols, such as IBM bisync as well as HDLC and SDLC, two byte-oriented protocols.

Additionally, it can operate in synchronous mode like a USRT, and generate and check CRC codes. It offers a choice of calling, interrupt, and block-transfer modes. The complete description of this device is beyond the scope of this introductory book and appears in the Z80 Applications Book.

## Other I/O Chips

Because the Z 80 is commonly used as a replacement for the 8080 , it has been designed so that it can be associated with almost any of the usual 8080 input/output chips, as well as the specific I/O chips manufactured by Zilog. All the 8080 input/output chips may be considered for use in a Z80 system.

## SUMMARY

In order to make effective use of input/output components it is necessary to understand in detail the function of every bit, or group of bits, within the various control registers. These complex new chips automate a number of procedures that had to be carried out by software or special logic before. In particular, a good deal of the handshaking procedu res are automated within components such as an SIO. Also, interrupt handling and detection may be internal. With the information that has been presented in the preceding chapter, the reader should be able to understand what the functions of the basic signals and registers are. Naturally, still newer components are going to be introduced which will offer a hardware implementation of still more complex algorithms.
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## APPLICATION EXAMPLES

## INTRODUCTION

This chapter is designed to test your new programming skills by presenting a collection of utility programs. These programs or "routines" are frequently encountered in applications, and are generally called "utility routines." They will require a synthesis of the knowledge and techniques presented so far.

We are going to fetch characters from an I/O device and process them in various ways. But first, let us clear an area of the memory (this may not be necessary-each of these programs is only presented as a programming example).

## CLEARING A SECTION OF MEMORY

We want to clear (zero) the contents of the memory from address BASE +1 to address BASE + LENGTH, where LENGTH is less then 256.

The program is:

| ZEROM | LD | B, LENGTH | LOAD B WITH LENGTH |
| :--- | :--- | :--- | :--- |
|  | LD | A,0 | CLEAR A |
|  | LD | HL, BASE | POINT TO BASE |
| CLEAR | LD | (HL), A | CLEAR A LOCATION |
|  | INC | HL | POINT TO NEXT |
|  | DEC | B | DECREMENT COUNTER |
|  | JR | NZ, CLEAR | END OF SECTION? |
|  | RET |  |  |

In the above program, the length of the section of memory is assumed to be equal to LENGTH. The register pair HL is used as a pointer to the current word which will be cleared. Register B is used, as
usual, as a counter.
The accumulator A is loaded only once with the value 0 (all zeros), then copied into the successive memory locations.

In a memory test program, for example, this utility routine could be used to zero the contents of a block. Then the memory test program would usually verify that its contents remained 0 .

The above was a straightforward implementation of a clearing routine. Let us improve on it.

The improved program appears below.

| ZEROM | LD | B, LENGTH |
| :--- | :--- | :--- |
|  | LD | HL, BASE |
| LOOP | LD | (HL),0 |
|  | INC | HL |
|  | DJNZ | LOOP |
|  | RET |  |

The two improvements were obtained by eliminating the LD A, 0 instruction and loading a "zero" directly into the location pointed to by H and $L$, and also by using the special Z80 instruction DJNZ.

This improvement example should demonstrate that every time a program is written, even though it may be correct, it can usually be improved by examining it carefully. Familiarity with the complete construction set is essential for bringing about such improvements. These improvements are not just cosmetic. They improve the execution time of the program, require fewer instructions and therefore less memory space, and also generally improve the readability of the program and, therefore, its chances of being correct.

Exercise 8.1: Write a memory test program which zeroes a 256-word block, then verifies that each location is 0 . Then, it will write all I's and verify the contents of the block. Then it will write 01010101 and verify the contents. Finally, it will write 10101010, and verify the contents.

Exercise 8.2: Modify the above program so that it will fill the memory section with alternating 0 's and I's (all 0's, then all I'S).

Let us now poll our I/O devices to find which one needs service.

## POLLING I/O DEVICES

We will assume that those I/O devices are connected to our system. Their status registers are located at addresses IOSTATUS1, IOSTATUS2, IOSTATUS3. The program is:

| TEST | IN | A, (STATUS1) | READ IO STATUS1 |
| :--- | :--- | :--- | :--- |
|  | BIT | 7, A | TEST "READY" BIT (BIT 7) |
|  | JP | NZ, FOUND1 | JUMP TO HANDLER 1 |
|  | IN | A, (STATUS2) SAME FOR DEVICE 2 |  |
|  | BIT | 7, A |  |
|  | JP | NZ, FOUND2 |  |
|  | IN | A, (STATUS3) SAME FOR DEVICE 3 |  |
|  | BIT | 7, A |  |
|  | JP NZ, FOUND3 |  |  |
|  | (failure exit) |  |  |

The MASK will contain, for example, " 10000000 " if we test bit position 7. As a result of the BIT instruction, the Z bit of the status flags will be set to 1 if "MASK AND STATUS" is non-zero, i.e., if the corresponding bit of STATUS matches the one in MASK. The JP NZ instruction (jump if non-equal to zero) will then result in a branch to the appropriate FOUND routine.

## GETTING CHARACTERS IN

Assume we have just found that a character is ready at the keyboard. Let us accumulate characters in a memoryarea called BUFFER until we encounter a special character called SPC, whose code has been previously defined.

The subroutine GETCHAR will fetch one character from the keyboard (see Chapter 6 for more details) and leave it in the accumulator. We assume that 256 characters maximum will be fetched before an SPC character is found.

| STRING | LD | HL, BUFFER | POINT TO BUFFER |
| :--- | :--- | :--- | :--- |
| NEXT | CALL | GETCHAR | GET A CHARACTER |
|  | CP | SPC | CHECK FOR SPECIAL CHAR |
|  | JR | Z, OUT | FOUND IT? |
|  | LD | (HL), A | STORE CHAR IN BUFFER |
|  | INC | HL | NEXT BUFFER LOCATION |
| OUT | JR | NEXT | GET NEXT CHAR |

Exercise 8.3: Let us improve this basic routine:
a-Echo the character back to the device (for a Teletype, for example). $b$-Check that the input string is no longer than 256 characters.

We now have a string of characters in a memory buffer. Let us proc-
ess them in various ways.

## TESTING A CHARACTER

Let us determine if the character at memory location LOC is equal to 0,1 , or 2 :

| ZOT | LD | A, (CHAR) | GET CHARACTER |
| :--- | :--- | :--- | :--- |
|  | CP | 00 | IS IT A ZERO? |
|  | JP | Z, ZERO | JUMP TO ROUTINE |
|  | CP | 01 | A ONE? |
|  | JP | Z, ONE |  |
| CP | 02 | A TWO? |  |
| JP | Z, TWO |  |  |
|  | JP | NOTFND | FAILURE |

We simply read the character, then use the CP instruction to check its value.

Let us run a different test now.

## BRACKET TESTING

Let us determine if the ASCII character at memory location LOC is a digit between 0 and 9 :

| BRACK | LD | A,(CHAR) | GET CHARACTER |
| :--- | :--- | :--- | :--- |
|  | AND | 7FH | MASK OUT PARITY BIT |
|  | CP | $30 H$ | ASCII 0 |
|  | JR | C, OUT | CHAR TOO LOW? |
|  | CP | $39 H$ | ASCII 9 |
|  | JR | NC, OUT | CHAR TOO HIGH? |
|  | CP | A | FORCE ZERO FLAG |
| OUT | RET | EXIT |  |

ASCII ' 0 '’ is represented in hexadecimal by " 30 '" or by 'D0', depending upon whether the parity bit is used or not. Similarly, ASCII " 9 '" is represented in hexadecimal by " 39 " or by "B9'.

The purpose of the second instruction of the program is to delete bit 7 , the parity bit, in case it was used, so that the program is applicable to both cases. The value of the character is then compared to the ASCII values for " 0 '" and " 9 '. When using a comparison instruction, the $Z$ flag is set if the comparison succeeds. The carry bit is set in the case of borrow, and reset otherwise. In other words, when using the CP instruction, the carry bit will be set if the value of the literal that appears
in the instruction is greater than the value contained in the accumulator. It will be reset (" 0 '") if less than or equal.

The last instruction, CP A, forces a " 0 '" into the Z flag. The Z flag is used to indicate to the calling routine that the character in CHAR was indeed in the interval $(0,9)$. Other conventions can be used, such as loading a digit in the accumulator in order to indicate the result of the test.

Exercise 8.4: Is the following program equivalent to the one above?:

| LD | A, (CHAR) |
| :--- | :--- |
| SUB | $30 H$ |
| JP | M, OUT |
| SUB | 10 |
| JP | P, OUT |
| ADD | 10 |

Exercise 8.5: Determine if an ASCII character contained in the accumulator is a letter of the alphabet.

When using an ASCII table, you will notice that parity is often used. For example, the ASCII for " 0 ' is " 0110000 ', a 7-bit code. However, if we use odd parity, for example, we guarantee that the total number of ones in a word is odd; then the code becomes: " 10110000 ". An extra " 1 "' is added to the left. This is "B0" in hexadecimal. Let us therefore develop a program to generate parity.

## PARITY GENERATION

This program will generate an even parity in bit position 7:

| PARITY LD | A, (CHAR) | GET CHARACTER |  |
| :--- | :--- | :--- | :--- |
|  | AND | 7FH | CLEAR PARITY BIT |
|  | JR | PE, OUT | CHECK IF PARITY |
|  |  |  | ALREADY EVEN |
| OUT | OR | 80 H | SET PARITY BIT |
|  | LD | (LOC), A | STORE RESULT |

The program uses the internal parity detection circuit available in the Z80.

The third instruction: JR PE, OUT checks whether parity of the word in the accumulator is already even. This instruction will succeed if the parity is even, "PE', and will exit.

If the parity is not even, i.e., if the jump instruction failed, then the parity is odd, and a " 1 '" must be written in bit position 7 . This is the
purpose of the fourth instruction:
OR 80 H
Finally, the resulting value is saved in memory location LOC.
Exercise 8.6: The above problem was too simple to solve, using the internal parity detection circuitry. As an exercise, you are requested to solve the same problem without using this circuitry. Shift the contents of the accumulator, and count the number of I's in order to determine which bit should be written into the parity position.
Exercise 8.7: Using the above program as an example, verify the parity of a word. You must compute the correct parity, then compare it to the one expected.

## CODE CONVERSION: ASCII TO BCD

Converting ASCII to BCD is very simple. We will observe that the hexadecimal representation of ASCII characters 0 to 9 is 30 to 39 or B0 to B 9 , depending on parity. The BCD representation is simply obtained by dropping the " 3 " or the " $B$ ", i.e., masking off the left nibble ( 4 bits):

| ASCBCD CALL | BRACK | CHECK THAT CHAR IS 0 TO 9 |
| :---: | :--- | :--- |
| JP | NZ, ILLEGAL | EXIT IF ILLEGAL CHAR |
| LD | A, (CHAR) | GET CHARACTER |
| AND | 0 O | MASH HIGH NIBBLE |
| LD | (BCDCHAR), A STORE RESULT |  |

Exercise 8.8: Write a program to convert BCD to ASCII.
Exercise 8.9: Write a program to convert $B C D$ to binary (more difficult).
Hint: $\mathrm{N}_{3} \mathrm{~N}_{2} \mathrm{~N}_{1} \mathrm{~N}_{0}$ in BCD is $\left(\left(\left(\mathrm{N}_{3} \times 10\right)+\mathrm{N}_{2}\right) \times 10+\mathrm{N}_{1}\right) \times 10+\mathrm{N}_{0}$ in binary.

To multiply by 10 , use a left shift ( $=\times 2$ ), another left shift ( $=\times 4$ ), an $\operatorname{ADC}(=\times 5)$, another left shift $(=\times 10)$.
In full BCD notation, the first word may contain the count of BCD digits, the next nibble contain the sign, and every successive nibble contain a BCD digit (we assume no decimal point). The last nibble of the block may be unused.

## CONVERT HEX TO ASCII

"A" contains one hexadecimal digit. We simply need to add a " 3 "' (or a
" $B$ ') into the left nibble:

| AND | FH | ZERO LEFT NIBBLE (optional) |
| :--- | :--- | :--- |
| ADD | A, 30H | ASCII |
| CP | A, 3AH | CORRECTION NECESSARY? |
| JP | M, OUT |  |
| ADD | A, 7 | CORRECTION FOR A TO F |

Exercise 8.10: Convert HEX to ASCII, assuming a packed format (two hex digits in $A$ ).

## FINDING THE LARGEST ELEMENT OF A TABLE

The beginning address of the table is contained at memory address BASE in page zero. The first entry of the table is the number of bytes it contains. This program will search for the largest element of the table. Its value will be left in A , and its position will be stored in memory location INDEX.

This program uses registers $\mathrm{A}, \mathrm{B}, \mathrm{H}$ and L , and will use indirect addressing, so that it can search a tabie anywhere in the memory (see Figure 8.1).

| MAX | LD | HL, BASE | TABLE ADDRESS |
| :---: | :---: | :---: | :---: |
|  | LD | B, (HL) | NBR OF BYTES IN TABLE |
|  | LD | A, 0 | CLEAR MAXIMUM VALUE |
|  | LD | (INDEX), HL | INITIALIZE INDEX |
|  | INC | HL | NEXT ENTRY |
| LOOP | CP | (HL) | COMPARE ENTRY |
|  | JR | NC, NOSWITCH | JUMP IF LESS THAN MAX |
|  | LD | A, (HL) | LOAD NEW MAX VALUE |
|  | LD | (INDEX), HL | LOAD NEW MAX VALUE |
| NOSWITCH | INC | HL | POINT TO NEXT ENTRY |
|  | DEC | B | DECREMENT COUNTER |
|  | JR | NZ, LOOP | KEEP GOING IF NOT ZERO |
|  | RET |  |  |

This program tests the nth entry first. If it is greater than 0 , the entry goes in A, and its location is remembered into INDEX. The ( $n-1$ )st entry is then tested, etc.

This program works for positive integers.
Exercise 8.11: Modify the program so that it works also for negative numbers in two's complement.

Exercise 8.12: Will this program also work for ASCII characters?
Exercise 8.13: Write a program which will sort $n$ numbers in ascending


Fig. 8.1: Largest Element in a Table
order.
Exercise 8.14: Write a program which will sort $n$ names ( 3 characters each) in alphabetical order.

## SUM OF N ELEMENTS

This program will compute the 16 -bit sum of N entries of a table. The starting address of the table is contained at memory address BASE, in page zero. The first entry of the table contains the number of elements N . The 16 -bit sum will be left in memory locations SUMLO and SUMHI. If the sum should require more than 16 bits, only the lower 16 will be kept. (The high order bits are said to be truncated.)

This program will modify registers A, B, H, L, IX. It assumes 256 elements maximum (see Figure 8.2).

| SUMIG | LD | HL, BASE | POINT TO TABLE BASE |
| :--- | :--- | :--- | :--- |
|  | LD | B, (HL) | READ LENGTH INTO |
|  |  |  | COUNTER |
|  | INC | HL | POINT TO FIRST ENTRY |
|  | LD | IX, SUMLO | POINT TO RESULT, LOW |
|  | LD | A, 0 | CLEAR RESULT |


|  | LD | $(\mathrm{IX}+0), \mathrm{A}$ | LOW |
| :---: | :---: | :---: | :---: |
|  | LD | $(\mathrm{IX}+1), \mathrm{A}$ | AND HIGH |
| ADLOOP | LD | A, (HL) | GET TABLE ENTRY |
|  | ADD | A, (IX +0 ) | COMPUTE PARTIAL SUM |
|  | LD | $(\mathrm{IX}+0), \mathrm{A}$ | STORE IT AWAY |
|  | JR | NC, NOCARRY | CHECK FOR CARRY |
|  | INC | (IX + 1) | ADD CARRY TO HIGH BYTE |
| NOCARRY | INC | HL | POINT TO NEXT ENTRY |
|  | DEC | B | DECREMENT BYTE COUNT |
|  | JR | NZ, ADLOOP | KEEP ADDING TILL END |
|  | RET |  |  |



Fig. 8.2: Sum of N Elements
This program is straightforward and should be self-explanatory.
Exercise 8.15: Modify this program to:
a-compute a 24 -bit sum
b-compute a 32-bit sum
$c$-detect any overflow.

## A CHECKSUM COMPUTATION

A checksum is a digit or set of digits computed from a block of successive characters. The checksum is computed at the time the data is
stored and put at the end. In order to verify the integrity of the data, the data is read, then the checksum is recomputed and compared against the stored value. A discrepancy indicates an error or a failure.

Several algorithms are used. Here, we will exclusive-OR all bytes in a table of $N$ elements, and leave the result in the accumulator. As usual, the base of the table is stored at address BASE in page zero. The first entry of the table is its number of elements $N$. The program modifies $A$, B, H, L. N must be less than 256 .

| CHECKSUM | LD $H L$, BASE | LEAD ADDRESS OF TABLE |
| :--- | :--- | :--- |
|  |  |  |
|  | LD B, (HL) | GET N = LENGTH |
|  | XOR A | CLEAR CHECKSUM |
| CHLOOP | INC HL | POINT TO FIRST ELEMENT |
|  | INC (HL) | COMPUTE CHECKSUM |
|  | DEC B | POINT TO NEXT ELEMENT |
|  | JR NZ,CHLOOP | DECREMENT COUNTER |
|  | LD (CHECKSUM),APRESERVE CHECKSUM |  |
|  | RET |  |

## COUNT THE ZEROES

This program will count the number of zeroes in our usual table, and leave it in location TOTAL. It modifies $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{H}, \mathrm{L}$.

ZEROS LD HL, BASE POINT TO TABLE
LD B, (HL) READ LENGTH INTO COUNTER
LD $\mathrm{C}, 0$ ZERO TOTAL
INC HL
ZLOOP LD A, (HL)
OR 0
JR NZ, NOTZ
POINT TO FIRST ENTRY
GET ELEMENT
SET ZERO FLAG
IS IT A ZERO?
INC C IF SO, INCREMENT ZERO COUNT
NOTZ INC HL
POINT TO NEXT ENTRY
DEC B
DECREMENT LENGTH COUNTER
JR NZ, ZLOOP
LD A,C
LD (TOTAL), A SAVEIT
Exercise 8.16: Modify this program to count
a-the number of stars (the character "*"')
$b$-the number of letters of the alphabet
$c$-the number of digits between " 0 '" and " 9 "'

## BLOCK TRANSFER

Let us pick up every third entry in the source block at address FROM and store it into a block at address TO:

FER3 LD HL, FROM
LD DE, TO SET UP POINTERS
LD BC, SIZE
LOOP LDI
AUTOMATED TRANSFER
INC HL
INC HL
SKIP 2 ENTRIES
JR PE, LOOP

## BCD BLOCK TRANSFER

We will push up BCD digits in the memory, i.e, shift 4 -bit nibbles (see Figure 8.3). The program appears below:


Fig. 8.3: $\operatorname{BCD}$ Block Transfer - The Memory

| DMOV | LD | B, COUNT |  |
| :--- | :--- | :--- | :--- |
|  | LD | HL, BLOCK |  |
|  | XOR | A | A $=0$ |
| LOOP | RLD |  |  |
|  | INC | HL | POINT TO NEXT BYTE |
|  | DJNZ | LOOP | DEC COUNT LOOP UNTIL ZERO |

The program uses the RLD instruction, which we have not used yet. RLD rotates a BCD digit left between A and (HL). (HL) or $M$ designate the contents of the memory location pointed to by H and L .

M LOW goes into M HIGH
M HIGH goes into A LOW
A LOW goes into M LOW
Here, 'low', and "high'" refer to a 4-bit nibble.
In order to use the powerful DJNZ instruction, register B is used as the digit counter. HL is set to point to the beginning of the block.

A is used to store the left digit displaced by each rotation between two successive accesses to the block.

By convention, " 0 ", will be entered at the bottom of the block.

## COMPARE TWO SIGNED 16-BIT NUMBERS

IX points to the first number N1.
IY points to N2 (see Figure 8.4).
The program sets the carry bit if $\mathrm{N} 1<\mathrm{N} 2$, and the Z bit if $\mathrm{N} 1=\mathrm{N} 2$.
COMP LD $\quad \mathrm{B},(\mathrm{IX}+1) \quad$ GET SIGN OF N1
LD A, B
AND 80 H TEST SIGN, CLEAR CY
JR NZ, NEGM1 N1 IS NEG
BIT 7, (IY + 1)
RET NZ N2 IS NEG
LD A, B
$\mathrm{CP} \quad(\mathrm{IY}+1) \quad$ SIGNS ARE BOTH POS
RET NZ
LD A, (IX)
CP (IY)
RET
NEGM1 XOR (IY + i)
RLA SIGN BIT INTO CY
RET C SIGNS DIFFERENT
LD A, B
CP $\quad(I Y+1) \quad$ BOTH SIGNS NEG
RET NZ
LD A, (IX)
CP (IY)
RET
The program first tests the signs of N 1 and N 2 . If N 1 is negative, a
jump occurs to NEGM1. Otherwise, the top of the program is executed.


Fig. 8.4: Comparing Two Signed Numbers
Note that the BIT instruction is used in the 5 th line to test directly the sign bit of N 2 in the memory:

$$
\text { BIT } \quad 7,(I Y+1)
$$

The same could have been done for N 1 , except that we will need the value of N1 shortly. It is therefore simpler to read N1 from memory and preserve it into B :
COMP LD B, (IX + 1)
It is necessary to preserve N 1 into B because the AND may destroy the contents of A :

$$
\begin{array}{ll}
\text { LD } & \text { A, B } \\
\text { AND } & 80 \mathrm{H}
\end{array}
$$

Note also that a conditional return is used (line 6):
RET NZ

This is a powerful feature of the $Z 80$ which simplifies programming.
Note that the comparison instruction executes directly on the contents of memory, in indexed mode:

$$
\mathrm{CP} \quad(\mathrm{I} Y+1)
$$

When comparing the two numbers, the most significant byte is compared first, the least significant one second.

Note the extensive use of the indexing mechanism in this program, which results in efficient code.

## BUBBLE-SORT

Bubble-sort is a sorting technique used to arrange the elements of a table in ascending or descending order. The bubble-sort technique derives its name from the fact that the smallest element "bubbles up" to the top of the table. Every time it "collides" with a "heavier" element, it jumps over it.

A practical example of a bubble-sort is shown on Figure 8.5 The list to be sorted contains: $(10,5,0,2,100)$, and must be sorted in descending order (" 0 "' on top). The algorithm is simple, and the flowchart is shown on Figure 8.7

The top two (or else bottom two) elements are compared. If the lower one is less ('lighter'') than the top one, they are exchanged. Otherwise not. For practical purposes, the exchange, if it occurs, will be remembered in a flag called "EXCHANGED". The process is then repeated on the next pair of elements, etc., until all elements have been compared two by two.

This first pass is illustrated by steps $1,2,3,4,5,6$ on Figure 8.5 , going from the bottom up. (Equivalently we could go from the top down.)

If no elements have been exchanged, the sort is complete. If an exchange has occurred, we start all over again.

Looking at Figure 8.6, it can be seen that four passes are necessary in this example.

The process is simple, and is widely used.
One additional complication resides in the actual mechanism of the exchange.

When exchanging A and B , one may not write

$$
\begin{aligned}
& \mathrm{A}=\mathrm{B} \\
& \mathrm{~B}=\mathrm{A}
\end{aligned}
$$

as this would result in the loss of the previous value of A (try it on an example).

| 10 <br> 5 <br> 0 <br> 2 <br> 100 <br> $100>2:$ <br> NO CHANGE |
| :--- |

(1)

| 10 |
| :---: |
| 0 |
| 5 |
| 2 |
| 100 |

EXCHANGED
(4)

$100>2$ :
NO CHANGE
(7)

(10)

(2)

(5)

$2<5$ :
EXCHANGE:
(8)

(11)

(3)


EXCHANGE 0 END OF PASS 1


END OF PASS


EXCHANGED
(9)

(12)

END OF PASS 2

Fig. 8.5: Bubble-Sort Example: Phases 1 to 12


Fig. 8.6: Bubble-Sort Example: Phases 13 to 21
The correct solution is to use a temporary variable or location to preserve the value of $A$ :

$$
\begin{aligned}
\text { TEMP } & =\mathrm{A} \\
\mathrm{~A} & =\mathrm{B} \\
\mathrm{~B} & =\mathrm{TEMP}
\end{aligned}
$$

It works (try it on an example). This is called a circular permutation.
This is the way all programs implement the exchange. This technique is illustrated on the flowchart of Figure 8.7.


Fig. 8.7: Bubble-Sort Flowchart


Fig. 8.8: Bubble-Sort

The register and memory assignments are shown on Figure 8.8, and the program is:

| BUBBLE <br> AGAIN | LD | (TEMP), HL | TEMP $=(\mathrm{H}, \mathrm{L})$ |
| :---: | :---: | :---: | :---: |
|  | LD | IX, (TEMP) | (IX) = (HL) |
|  | RES | Flag, H | EXCHANGED FLAG $=0$ |
|  | LD | B, C |  |
|  | DEC | B |  |
| NEXT | LD | A, (IX) |  |
|  | LD | D, A | $\mathrm{D}=$ CURRENT ENTRY |
|  | LD | E, (IX + 1) | E = NEXT ENTRY |
|  | SUB | E | COMPARE |
|  | JR | NC, NOSWITCH | GO TO NOSWITCH IF CURRENT > NEXT |
| XCHANGE | LD | (IX), E | STORE NEXT INTO CURRENT |
|  | LD | (IX + 1), D | STORE CURRENT INTO NEXT |
|  | SET | FLAG, H | EXCHANGED FLAG $=1$ |

NOSWITCH INC IX<br>DJNZ NEXT<br>BIT FLAG, H<br>JR NZ, AGAIN<br>NEXT ENTRY<br>DEC B, CONTINUE UNTIL ZERO<br>RET

## SUMMARY

Common utility routines have been presented in this chapter which use combinations of the techniques we have described in the previous chapters. They should allow you to start designing your own programs now. Many of these routines have used a special data structure, the table. Other possibilities exist for structuring data, and will now be reviewed.

## 9

## DATA STRUCTURES

## PART I - THEORY

## INTRODUCTION

The design of a good program involves two tasks: algorithm design and data structures design. In most simple programs, no significant data structures are involved, so the main objective in learning programming is designing algorithms and coding them efficiently in a given machine language. This is what we have accomplished here. However, designing more complex programs also requires an understanding of data structures. Two data structures have already been used throughout the book: the tabie and the stack. The purpose of this chapter is to present other, more general, data structures that you may want to use. This chapter is completely independent of the microprocessor, or even the computer, selected. It is theoretical and involves the logical organization of data in the system. Specialized books exist on the topic of data structures, just as specialized books exist on the subject of efficient multiplication, division or other usual algorithms. This chapter, therefore, will be limited to essentials only. It does not claim to be complete. The most common data structures will now be reviewed.

## POINTERS

A pointer is a number which is used to designate the location of the actual data. Every pointer is an address. However, every address is not necessarily called a pointer. An address is a pointer only if it points at
some type of data or at structured information. We have already encountered a typical pointer: the stack pointer, which points to the top of the stack (or usually just over the top of the stack). We will see that the stack is a common data structure, called an LIFO structure.

As another example, when using indirect addressing, the indirect address is always a pointer to the data that one wishes to retrieve.

Exercise 9.1: Examine Fig. 9.1. At address 15 in the memory, there is a pointer to Table T. Table T starts at address 500. What are the actual contents of the pointer to $T$ ?


Fig. 9.1: An Indirection Pointer

## LISTS

Almost all data structures are organized as lists of various kinds.

## Sequential Lists

A sequential list, or table, or block, is probably the simplest data structure, and is one that we have already used. Tables are normally ordered in function of a specific criterion, such as alphabetical ordering or numerical ordering. It is then easy to retrieve an element in a table, using, for example, indexed addressing, as we have done. A block normally refers to a group of data which has definite limits but whose contents are not ordered. It may contain a string of characters; it may
be a sector on a disk; or it may be some logical area (called segment) of the memory. In such cases, it may not be easy to access a random element of the block.

In order to facilitate the retrieval of blocks of information, directories are used.

## Directories

A directory is a list of tables or blocks. For example, the file system will normally use a directory structure. As a simple example, the master directory of the system may include a list of the users' names. This is illustrated in Figure 9.2. The entry for user "John'" points to John's file directory. The file directory is a table which contains the names of all of John's files and their location. This is, again, a table of pointers. In this case, we have just designed a two-level directory. A flexible directory system will allow the inclusion of additional intermediate directories, as may be found convenient by the user.


Fig. 9.2: A Directory Structure

## Linked List

In a system there are often blocks of information which represent data, events, or other structures which cannot be moved around eas-
ily. If they could, we would probably assemble them in a table in order to sort or structure them. The problem now is that we wish to leave them where they are and still establish an ordering among them such as first, second, third, fourth. A linked list will be used to solve this problem. The concept of a linked list is illustrated by Figure 9.3. On the illustration, we see that a list pointer, called FIRSTBLOCK, points to the beginning of the first block. A dedicated location within Block 1 such as, perhaps, the first or the last word in it, contains a pointer to Block 2, called PTR1. The process is then repeated for Block 2 and Block 3. Since Block 3 is the last entry in the list, PTR3, by convention, either contains a special 'nil'' value, or points to itself, so that the end of the list can be detected. This structure is economical, as it requires only a few pointers (one per block) and frees the user from having to physically move the blocks in the memory.


Fig. 9.3: A Linked List
Let us examine, for example, how a new block will be inserted. This is illustrated by Figure 9.4. Let us assume that the new block is at address NEWBLOCK, and is to be inserted between Block 1 and Block 2. Pointer PTR1 is simply changed to the value NEWBLOCK, so that it now points to Block X. PTRX will contain the former value of PTR1, i.e., it will point to Block 2. The other pointers in the structure are left unchanged. We can see that the insertion of a new block has simply required updating two pointers in the structure. This is clearly efficient.

Exercise 9.2: Draw a diagram showing how Block 2 would be removed from this structure.


Fig. 9.4: Inserting a New Block

Several types of lists have been developed to facilitate specific types of access, insertions, and deletions to and from the list. Let us examine some of the most frequently used types of linked lists.

## Queue

A queue is formally called a FIFO, or first-in-first-out list. A queue is illustrated in Figure 9.5. To clarify the diagram, we can assume, for example, that the block on the left is a service routine for an output device, such as a printer. The blocks appearing on the right are the request blocks from various programs or routines, to print characters. The order in which they will be serviced is the order established by the waiting queue. It can be seen that the first event which will obtain service is Block 1, the next one is Block 2, and the following one is Block 3. In a queue, the convention is that any new event arriving in the queue will be inserted at the end. Here it will be inserted after PTR3. This guarantees that the first block to be inserted in the queue will be the first one to be serviced. It is quite common in a computer system to have queues for a number of events whenever they must wait for a scarce resource, such as the processor or some input/output device.


Fig. 9.5: A Queue

## Stack

The stack structure has already been studied in detail throughout the book. It is a last-in-first-out structure (LIFO). The last element deposited on top is the first one to be removed. A stack may either be implemented as a sorted block, or it may be implemented as a list. Because most stacks in microprocessors are used for high-speed events, such as subroutines and interrupts, a continuous block is usually allocated to the stack instead of using a linked list.

## Linked List vs. Block

Similarly, the queue could be implemented as a block of reserved locations. The advantage of using a continuous block is fast retrieval and the elimination of the pointers. The disadvantage is that it is usually necessary to dedicate a fairly large block to accommodate the worst-case size of the structure. Also, it makes it difficult or impractical to insert or remove elements from within the block. Since memory is traditionally a scarce resource, blocks have usually been reserved for fixed-size structures or structures requiring the maximum speed of retrieval, such as the stack.

## Circular List

"Round robin" is a common name for a circular list. A circular list is a linked list in which the last entry points back to the first one. This is illustrated in Figure 9.6. In the case of a circular list, a current-block pointer is often kept. In the case of events, or programs, waiting for service, the current-event pointer will be moved by one position to the left or to the right every time. A round robin usually corresponds to a structure in which all blocks are assumed to have the same priority. However, a circular list may also be used as a subcase of other structures simply to facilitate the retrieval of the first block after the last one, when performing a search.

As an example of a circular list, a polling program usually goes in a round robin fashion, interrogating all peripherals and then coming back to the first one.

## Trees

Whenever a logical relationship exists among all elements of a structure (this is usually called a syntax), a tree structure may be used. A simple example of a tree structure is a descendant, or genealogical, tree.


Fig. 9.6: Round Robin is Circular List

This is illustrated in Figure 9.7. It can be seen that Smith has two children: a son, Robert, and a daughter, Jane. Jane, in turn, has three children: Liz, Tom and Phil. Tom, in turn, has two more children: Max and Chris. However, Robert, on the left of the illustration, has no descendants.

This is a structured tree. We have, in fact, already encountered an example of a simple tree in Figure 9.2. The directory structure is a twolevel tree. Trees are used to advantage whenever elements may be classified according to a fixed structure. This facilitates insertion and retrieval. In addition, they may establish groups of information in a structured way which may be required for later processing, such as in a compiler or interpreter design.


Fig. 9.7: Genealogical Tree

## Doubly-Linked Lists

Additional links may be established between elements of a list. The
simplest example is the doubly-linked list. This is illustrated in Figure 9.8. We can see that we have the usual sequence of links from left to right, plus another sequence of links from right to left. The goal is to allow easy retrieval of the element just before the one which is being processed, as well as just after it. This costs an extra pointer per block.


Fig. 9.8: Doubly-Linked List

## SEARCHING AND SORTING

Searching and sorting elements of a list depends directly on the type of structure which has been used for the list. Many searching algorithms have been developed for the most frequently used data structures. We have already used indexed addressing. This is possible whenever the elements of a table are ordered in function of a known criterion. Such elements may then be retrieved by their numbers.

Sequential searching refers to the linear scanning of an entire block. This is clearly inefficient but may have to be used when no better technique is available, for lack of ordering of the elements.

Binary, or logarithmic, searching attempts to find an element in a sorted list by dividing the search interval in half at every step. Assuming that we are searching an alphabetical list, one might start, for example, in the middle of a table and determine if the name we are looking for is before or after this point. If it is after this point, we will eliminate the first half of the table and look at the middle element of the second half. We compare this entry again to the one we are looking for, and we restrict our search to one of the two halves, and so on. The maximum length of a search is then guaranteed to be $\log _{2} n$, where $n$ is the number of elements in the table.

Many other search techniques exist.

## SECTION SUMMARY

This section was intended as only a brief presentation of usual data structures which may be used by a programmer. Although most com-
mon data structures have been organized in types and given a name, the overall organization of data in a complex system may use any combination of them, or require the programmer to invent more appropriate structures. The array of possibilities is only limited by the imagination of the programmer. Similarly, a number of well-known sorting and searching techniques have been developed for coping with the usual data structures. A comprehensive description is beyond the scope of this book. The contents of this section were intended to stress the importance of designing appropriate section structures for the data to be manipulated and to provide the basic tools to that effect.

Actual programming examples will now be presented in detail.

## PART II - DESIGN EXAMPLES

## INTRODUCTION

Actual design examples will be presented here for typical data structures: table, sorted list, linked list. Practical searching and insertion and deletion algorithms will be programmed for these structures.

The reader interested in these advanced programming techniques is encouraged to analyze in detail the programs presented in this section.

However, the beginning programmer may skip this section initially, and come back to it when he feels ready for it.

A good understanding of the concepts presented in the first part of this chapter is necessary to follow the design examples. Also, the programs will use all of the addressing modes of the Z80, and integrate many of the concepts and techniques presented in the previous chapters.

Three structures will now be introduced: a simple list, an alphabetical list and a linked-list plus directory. For each structure, three programs will be developed: search, enter and delete.

## data representation for the list

Both the simple list and the alphabetic list will use a common representation for each list element:



Fig. 9.9: The Table Structure


Fig 9.10: Typical List Entries in the Memory

Each element, or "entry", includes a 3-byte label, and an n-byte block of data, with $n$ between 1 and 253. Thus, at most, each entry uses one page ( 256 bytes). Within each list, all elements have the same length (see Figure 9.10). The programs operating on these two simple lists use some common variable conventions:

ENTLEN is the length of an element. For example, if each element has 10 bytes of data, ENTLEN $=3+10=13$

TABASE is the base of the list or table in the memory
POINTR is a running pointer to the current element
OBJECT is the current entry to be located, inserted or deleted TABLEN is the number of entries.

All labels are assumed to be distinct. Changing this convention would require a minor change in the programs.


Fig. 9.11: The Simple List

## A SIMPLE LIST

The simple list is organized as a table of $n$ elements. The elements are not sorted (see Figure 9.11). When searching, one must scan through the list until an entry is found or the end of the table is reached. When inserting, new entries are appended to the existing ones. When an entry is deleted, the entries in higher memory locations, if any, will be shifted down to keep the table continuous.

## Searching

A serial search technique is used. Each entry's label field is compared in turn to the OBJECT's label, letter by letter.

The running pointer POINTR is initialized to the value of TABASE.


Fig. 9.12: Table Search Flowchart

The search proceeds in the obvious way, and the corresponding flowchart is shown on Figure 9.12. The program appears on Figure 9.16 at the end of this section (program "SEARCH"). A sample run of the program is shown in Figure 9.17.

## Inserting

When inserting a new element, the first available memory block of (ENTLEN) bytes at the end of the list is used (see Figure 9.11).

The program first checks that the new entry is not already in the list (all labels are assumed to be distinct in this example). If not, it increments the list length TABLEN, and moves the OBJECT to the end of the list. The corresponding flowchart is shown in Figure 9.13.
The program is shown in Figure 9.16. It is called 'NEW" and resides at memory locations 0135 to 015E.
The index register IY points to the source. HL and DE are destination pointers.


Fig. 9.13: Table Insertion Flowchart

## Deleting

In order to delete an element from the list, the elements following it in the list at higher addresses are merely moved up by one element position. The length of the list is decremented. This is illustrated on Figure 9.14 .

The corresponding program is straightforward and appears on Figure 9.16. It is called "DELETE", and resides at memory addresses 015 F to 0187. The flowchart is shown in Figure 9.15.

Memory location TEMPTR is used as a temporary pointer pointing to the element to be moved up.

During the transfer, POINTR always points to the "hole" in the list, i.e., the destination of the next block transfer.

The Z flag is used to indicate a successful deletion upon exit.
Note how the LDIR instruction is used for efficient automated block transfer (refer to address 0178 in Figure 9.16).

|  | LD | A, B | BLOCK COUNTER |
| :--- | :--- | :--- | :--- |
| NEWBLOC | LD | BC, (ENTLEN) | BLOCK LENGTH |
|  | LDIR |  |  |
|  | DEC | A |  |
|  | $J P$ | NZ, NEWBLOC |  |



Fig. 9.14: Deleting an Entry (Simple List)


Fig. 9.15: Table Deletion Flowchart

| 0000 |  |  | ORG | 0100H |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | (0187) | ENTLEN | [12 | ENIER |  |
|  | (0189) | TABLEN | ILL | ENDEF+2 |  |
|  | (018A) | takase | 0 L | ENDEF+3 |  |
|  | (018C) | TEMF | ILL | ENUER 55 |  |
| 0100 | 1600 | SEARCH | LII | [1, 0 | : ClEAR I |
| 0102 | 3A8901 |  | LD | A. (TABLEN) | ; CHECR Fof a zero taple length |
| 0105 | A7 |  | ANL | A | -SET FLAGS |
| 0106 | C8 |  | RET | $z$ |  |
| 0107 | 47 |  | LI | E, A | ;store tagle length |
| 0108 | IIİabaos |  | LI | IX, (TAFASE) | ; FUT EASE AIIIR, IN IX |
| 0100 | UnTE00 | LOOF | LII | A, (IX+O) | OCHECK FIRST LETTER OF ENTEY |
| 010F | FTHEOO |  | CF | (1Y+0) |  |
| 0112 | C22701 |  | JF | NZ, NEXTONE |  |
| 0115 | ItITEO1 |  | Eta | A, ( $1 \times+1$ ) | PCHECK 2NE LETTEF |
| 0118 | FTHEO1 |  | CF | (IY+1) |  |
| 011H | C23701 |  | JF' | NZ,NEXTONE |  |
| 0115 | [17PE02 |  | 1 L | A ( $\mathrm{I} \times+2$ ) | F CHECK 3FLI LETTEF |
| 0121 | FIEESO2 |  | CF | (IY+2) |  |
| 0124 | Ca3201 |  | JF* | Z,FOUNT | ; Exit if all letters match |
| 0127 | 05 | NEXTONE | DEC | H | - LIECFEMENT TAFLE LENGTH COUNTEF |
| 0129 | C8 |  | EET | Z | ;EXIT IF AT ENS OF TABLE |
| 0129 | E[5F88701 |  | LT3 | IE, (ENTLEN) | ;SET IX TO NEXT ENTRY AHIR, |
| 0121 | 1019 |  | AILI | IX, DE |  |
| 012F | C30C01 |  | JF | LOOF | ;TEY AGAIN |
| 0132 | 16 FF | FOUNI | LII | [1, OFFH | ; SET [ TO SHOU IX CONTAINS AIIDR. |
| 0134 | C9 |  | RET |  | \%. OF ENTRY IN TABLE |
|  |  | ; |  |  |  |
|  |  | , |  |  |  |
|  |  | , |  |  |  |
| 0135 | C1000 | NEW | CALL | SEAFECH | ; SEE IF OEJECT IS THERE |
| 0138 | 14 |  | INC | 1 |  |
| 0139 | CASEO 1 |  | JF | z. DUTE | ; If I L WAS FF, EXIT |
| 013C | 3A8901 |  | LII | A, (TAELEN) |  |
| 013F | 5 F |  | LIL | E, ${ }^{\text {a }}$ | floal e with table length |
| 0140 | 3 C |  | INC | A |  |
| 0141 | 328901 |  | LII | (TABLEN), A | ; inckement table lengit |
| 0144 | 1600 |  | LII | [1,0 |  |
| 0146 | zabaOt |  | 4 H | HL, (TAGASE) |  |
| 0149 | Elf4E8701 |  | ETI | EC, (ENTLEN) | -SET E TO LENGTH OF AN ENTEY |
| 0145 | 41 |  | LII | H, C |  |
| 014 E | 19 | LOOPE | ALTI | HL, IEE |  |
| 0145 | 10F! |  | [HNZ | LODFE | ; ADI HL TO (ENTLEN: TABLEN) |
| 0151 | ED488701 |  | LI | EC, (ENTLEN) |  |
| 0155 | FDES |  | FUSH | IY | ; MOUE IY TO DE |
| 0157 | $\underline{1}$ |  | FOF | IE |  |
| 0158 | Es |  | EX | IE,HL |  |
| 0159 | EIFO |  | LDIR |  | ; MOUE MEmORY FROM OR,ject to ener |
| O158 | OIFFFF |  | LII | HC, OFFFFH | $\therefore$, dof tafle |
| 015 E | C9 | OUTE | RET |  |  |
|  |  |  |  |  |  |
|  |  | ; |  |  |  |
|  |  | ; |  |  |  |
| 01'FF | Cu000: | fiElete | Call | SEARCH | ;FIND ENTRY TO EE HELETED |
| 0162 | 14 |  | INC | I | ¢SEE IF IT WAS FOUND |
| 01.53 | C28601 |  | JF' | NZ, OUT |  |
| 0166 | 3a8901 |  | LI | A, (TABLEN) | ; IECREMENT TAELE LENGTH |
| 0169 | 30 |  | IEC | A |  |
| 016A | 328901 |  | LJ | (TAHLEN), A |  |
| 016[1 | 05 |  | IEC | E | ; N NOU= ${ }^{\text {a }}$ OF ENTRIES LEFT IN TAMLE |
| 016E | CA8301 |  | JF' | Z,EXIT | $\because$ AFTER DNE TO EE GELETEG |
| 0.171 | LDES |  | FUSH | IX | ; MGUE IX TO IEE |
| 0173 | 11 |  | FOF | IE |  |
| 0174 | $2 \mathrm{AB701}$ |  | LIf | HL, (ENTLEN) | ;SET HL ONE ENTRY AHEALI OF DE |
| 0177 | 19 |  | AITI | HL. DE |  |
| 0178 | 78 |  | LI | A, F | ; SET HLOCK COUNTEF: |
| 0170 | EW4E8701 | NEWELOC | LI | HC, (ENTLEN) | ; SET ELOCK LENGTH COUNTEF |
| 0171 | E[FO |  | LEIR |  | ; SHIFT 1 ENTRY OF TAELE |
| 017F | 3 II |  | DEC | A |  |
| 0180 | C27901 |  | JF' | NZ, NEWELDC | ;SHIFT ANOTHER BLOCK |
| 0.163 | 01FFFF | EXIT | Lil | HC.OFFFFH | ;SHOW that it was hone |
| 0186 | C9 | OUT | FET |  |  |
|  |  |  |  |  |  |
| 0187 | (0000) | ENIEF | EHI |  |  |

Fig. 9.16: Simple List—The Programs

SYMROL TAMLE


Fig. 9.16: Simple List - The Programs (cont.)

Display Memory




Table configuration after second insert
SON1111111111 LaCB
2222222222......
....................
.......................
.......,............
0400 53 AF AE $31 \quad 31 \quad 31 \quad 31 \quad 31-31 \quad 31 \quad 31 \quad 31 \quad 31444144$
$0410 \quad 323232 \quad 32 \quad 32 \quad 3232 \quad 32-32 \quad 32000000000000$

$0430 \quad 00 \quad 0000 \quad 00000000 \quad 00-00000000 \quad 00000000$
$0440 \quad 0000000000000000-0000000000000000$
$0450 \quad 000000 \quad 0000000000-0000000000000000$
$04600000000000000000-0000 \quad 000000000000$
$0470 \quad 000000 \quad 00 \quad 00 \quad 000000-0000000000 \quad 00 \quad 0000$

| - [im400 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0400 | 53 | $4 F$ | $4 E$ | 31 | 31 | 31 | 31 | 31-31 | 31 | 31 | 31 | 31 | 44 | 41 | 44 |
| 0410 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32-32 | 32 | 55 | 4E | 43 | 34 | 34 | 34 |
| 0420 | 34 | 34 | 34 | 34 | 34 | 34 | 34 | 4[1-4F | 4 II | 33 | 33 | 33 | 33 | 33 | 33 |
| 0430 | 33 | 33 | 33 | 33 | 41 | AE | 54 | 35-35 | 35 | 35 | 35 | 35 | 35 | 35 | 35 |
| 0440 | 35 | 00 | 00 | 00 | 00 | 00 | 00 | 00-00 | 00 | $\bigcirc 0$ | 00 | 00 | 00 | 00 | 00 |
| 0450 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00-00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 0460 | 00 | 00 | 00 | 00 | ¢0 | 00 | 00 | 00-00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 0470 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00-00 | 00 | 00 | 00 | 00 | 00 | 00 |  |

Table configuration after program ran SON1111111111.,.
$\qquad$
....................
...................
..................
......................
....................

## Listing of Objects with their locations <br> in memory

SONL1111111111.,
IAL2222222232...
M0M3333333333...
UNCAA44A4A444...
ANT55气5555555Em. .


...................
: $\cdot . .$.
., ..............
...................


```
GY
Y=0340 320
-6190/193
P=0193 0193' Run 'SEARCH'
```





```
-189 03 - M Memory location 'TABLEN' - shows true length of table
F=0193 0193' Run 'SEARCH' for deleted Object
```



Fig. 9.17: Simple List - A Sample Run (cont.)

## ALPHABETIC LIST

The alphabetic list, or "table," unlike the previous one, keeps all its elements sorted in alphabetic order. This allows the use of faster search techniques than the linear one. A binary search is used here.

## Searching

The search algorithm is a classic binary search. Let us recall that the technique is essentially analogous to the one used to find a name in a telephone book. One usually starts somewhere in the middle of the book, and then, depending on the entries found there, goes either backwards or forward to find the desired entry. This method is fast and reasonably simple to implement.

The binary search flowchart is shown in and the program Fig. 9.18, is shown in Fig. 9.23.

This list keeps the entries in alphabetical order and retrieves them by using a binary or "logarithmic" search. An example is shown in Figure 9.19. The search is somewhat complicated by the need to keep track of several conditions. The major problem to be avoided is searching for an object that is not there. In such a case, the entries with immediately higher and lower alphabetic values could be alternately tested forever. To avoid this, a flag is maintained in the program to preserve the value of the carry flag after an unsuccessful comparison. When the INCMNT value, which shows by how much the pointer will next be incremented reaches a value of ' 1 ", another flag called'"CLOSENOW'", which we will abbreviate to "CLOSE", is set to the value of the COMPRES flag Thus, since all further increments will be " 1 ", if the pointer goes past the point where the object should be, COMPRES will no longer equal CLOSE and the search will terminate. This feature also enables the NEW routine to determine where the logical and physical pointers are located, relative to where the object will go.
Thus, if the OBJECT searched for is not in the table, and the running pointer is incremented by one, the CLOSE flag will be set. On the next pass of the routine, the result of the comparison will be opposite to the previous one. The two flags will no longer match, and the program will exit indicating 'not found'".


Fig. 9.18: Binary Search Flowchart


Fig. 9.18: Binary Search Flowchart (cont.)

The other major problem that must be dealt with is the possibility of running off one end of the table when adding or subtracting the increment value. This is solved by performing a test "add"' or "subtract" using the logical pointer and length value which record the actual number of entries, not the physical positions in memory used by the physical pointers.

In summary, two flags are used by the program to memorize infor-

| LD | A, | C |
| :--- | :---: | :---: |
| SRL | A |  |
| ADC | 0 |  |
| LD | C, | A |


FIRST TRY
SECOND IRY
SEARCH INTERVAI $=5$
SEARCH IATERVAL $=2$

Fig. 9.19: A Binary Search
mation: COMPRES and CLOSE. The COMPRES flag is used to preserve the fact that the carry was either " 0 "' or " 1 "' after the most recent comparison. This determines if the element under test was larger or smaller than the one with which it was compared. The C indicates the relation. Whenever the carry C was " 1 ", and the element was smaller than the object COMPRES is set to " 1 ". Whenever the carry C was ' 0 ', indicating that the element was greater than the object, COMPRES will be set to "FF".

The second flag used by the program is CLOSE. This flag is set equal to COMPRESS when the search increment INCMNT becomes equal to " 1 ". It will detect the fact that the element has not been found if COMPRES is not equal to CLOSE the next time around.

Other variables used by the program are:
LOGPOS which indicates the logical position in the table (element number)
INCMNT which represents the value by which the running pointer will be incremented or decremented if the next comparison fails
TABLEN represents as usual the total length of the list.
LOGPOS and INCMNT will be compared to TABLEN in order to assure that the limits of the list are not exceeded.
The program called "SEARCH" is shown on Figure 9.23. It resides at memory locations 0100 to 01 CF , and deserves to be studied with care, as it is much more complex than in the case of a linear search.

An additional complication is due to the fact that the search interval may at times be either even or odd. When it is odd, a correction must be introduced. (It cannot, for instance, point to the middle element of a four-element list.) When it is odd, a 'trick" is used to point to the middle element: the division by 2 is accomplished by a right shift. The bit "falling off"' into the carry after the SRL instruction will be " 1 "' if the interval was odd. It is merely added to the pointer.

The OBJECT is then matched against the entry in the middle of the new search interval. If the comparison succeeds, the program exits. Otherwise ("NOGOOD'), the carry is set to " 0 " if the OBJECT is less than the entry. Whenever the INCMNT becomes " 1 ", the CLOSE flag (which had been initialized to " 0 ') is then checked to see if it was set. If it was not, it gets set. If it was set, a check is run to determine whether we passed the location where the OBJECT should have been but is not.

Also note that when the carry was " 1 ", the running pointer will point to the entry below the OBJECT.

## Element Insertion

In order to insert a new element, a binary search is conducted. If the element is found in the table, it does not need to be inserted. (We assume here that all element are distinct). If the element was not found in the table, it must be inserted immediately before or immediately after the last element to which it was compared. The value of the COMPRES flag after the search indicates whether it should be inserted immediately before or immediately afterwards. All the elements following the new location where it is going to be placed are moved down by one biock position, and the new element is inserted.


Fig. 9.20: Insert: "BAC"

The insertion process is illustrated in Figure 9.20, and the corresponding program appears in Figure 9.23.

The program is called NEW, and starts at memory location 01D0. Note that the automated Z80 instructions LDDR and LDIR are used for efficient block transfers.

## Element Deletion

Similarly, a binary search is conducted to find the object. If the search fails, it does not need to be deleted. If the search succeeds, the element is deleted, and all the following elements are moved up by one block position. A corresponding example is shown in Figure 9.21, and the program appears in Figure 9.23. The flowchart is shown in Fig. 9.22 .

The program is called "DELETE" and resides at address 0221. A sample run of the above programs is shown in Fig. 9.24.


Fig. 9.21: Delete "BAC"


Fig. 9.22: Deletion Flowchart (Alphabetic List)

| 0000 |  |  | Ofic | O200H |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | (024A) | c.loseniod | du. | ENTET |  |
|  | (024E) | COMFRES | 川 | ENTET +1 |  |
|  | (024C) | TABLEN | HL | Endemtz |  |
|  | (0.74) | Tamoter | [14. | ENHELH3 |  |
|  | (024F) | FNTLEN <br> i | [1. | ENHEH\%5 |  |
| 0100 | 3 E 00 | SEARCH | [11 | A, 0 |  |
| 0102 | $32400 \%$ |  | 1 H | (CLOSENOW) - | ; ZERE) FIAG locations |
| 0.105 | 329E02 |  | 1.1 | (COMFFES), A |  |
| 0108 | 57 |  | 1. | $\mathrm{I}, \mathrm{n}$ |  |
| 0109 | 2A4102 |  | 10 | H., (TABASE! | : INTTALIZE HI. |
| 010c | 3A4C02 |  | 11 | A, (IAHLEN) |  |
| 910F | CA3F |  | ST\% | A | ; HIVIDE BY ? |
| 0111 | CEOO |  | abice | $\bigcirc$ | ; mbi log rit mack in |
| $0 \pm 13$ | 4 F |  | 1. 1 I | C.A | SSTOIE AS TNCEEMENT VALUF* |
| 0114 | 47 |  | 15 | H. A | CSTORE AS LOGTCAL FOSTTION VALUE |
| 0115 | Cababil |  | . 15 | Z,NOTFOUNS | ; ChECK tf lengin is zefo |
| 0119 | SF |  | 111 | E,A | -MILTIFIY (E-1) MENTLEN |
| 0.10 | 1 F |  | Leec | E |  |
| 011 A | Cuthor |  | CALI. | MUE $T$ |  |
| 011 I | 19 |  | ADI | Hi. . DE | ; GFt HL T0 Minmbe de thele |
| 011 E | ES | Ehtify | FUSH | $\mathrm{HL}^{\text {L }}$ | \#LOAG HI LNTO IX |
| 0117 | [IEC1 |  | FOF | IX |  |
| 0121 | 70 |  | LT | $A \cdot C$ | GHUIIE TNCFEMENT UALUE EY TWU |
| 0122 | CE3F |  | SRIL | A |  |
| 0124 | CEOO |  | ADC | 0 |  |
| 0136 | 4F |  | 40 | C.A |  |
| 0127 | WH7E00 |  | 4 | $A,(1 X+0)$ | ; COMFAFE FIFST LETTER |
| 012 A | FIEEOO |  | CF | (1y+0) |  |
| 012 F | C24301 |  | . $\mathrm{F}^{\circ}$ | NZ, NOGOOL |  |
| 0130 | [H7E01 |  | 413 | A, (IX+1) | ; COMPARE 2NI LETTER |
| 0133 | FIEEE01 |  | CF. | ( IY +1 ) |  |
| 0136 | C24201 |  | JF: | NZ. NOGOOM |  |
| 0139 | Mn7E02 |  | LH | A, (IX+2) | ; COMPARE 3FIT LETTEF |
| 013 C | Flubeoz |  | CF | (IYt?) |  |
| 013 F | cabcoi |  | . $\mathrm{F}^{\circ}$ | ב.FOUNI |  |
| 0142 | 3 EOL | Nogoors | L5 | A. 1. | \#SET CIJMFARE RESULT FLAG TO |
| 0144 | 14A901 |  | JF' | C., TESTS | ; , FESULT OF COMFARE ( $1, \mathrm{FF}$ ) |
| 0147 | 3EFF |  | Lt | A, OFFH |  |
| 0149 | 324 FO 2 | TESTS | L 1 | (COMFRES) \% A |  |
| 014 C | $7{ }^{\circ}$ |  | 4 T | $A, C$ | :[S tncrement value 1 ? |
| 014 I | 31 |  | EEC | A |  |
| 014 E | C26901 |  | .JF' | N7. NEXTEST |  |
| 0151 | 3aAmOE |  | Lt | A, (Closendu) | iYES, is close flag set? |
| 0154 | A7 |  | ANI: | A |  |
| 0155 | Ca6301 |  | JF. | 7. NOTClose |  |
| 0158 | 57 |  | 1.1 | [1, A | FYES,SEE IF HAUE FASSED WhERE |
| 0159 | 3A4B02 |  | LII | A, (COMFRES) | : . ENTRY SHCULIS RE GUT ISN'T |
| 0150 | 92 |  | Sus | $\underline{\square}$ |  |
| -15 | CA6901 |  | JF | Z.NEXTEST |  |
| 01.60 | C3EAOI |  | JF | NOTFOUNII |  |
| 0163 | 3A4802 | notclose | L. | A, (COMFRES) | : SET Close flag to mirection of |
| 0166 | 324A02 |  | LD | (CLOSENOW), A | ; . SEARCH TO FFEUENT REFETITION |
| 01.69 | EIES | NEXTEST | FUSH: | IX | \#FFEEFARE HL ANI DE FOF ADII OR |
| 016F | E1 |  | FOF' | HL | ; . Sub of increment valide |
| 016C | 59 |  | Lif | E,C |  |
| 0160 | CIBLIOL |  | CALL | MULT |  |
| 0170 | 3A4EO2 |  | 1 H | A, (COMPRES) | -TEST IF WANT TO ADOM OR SUE |
| 0173 | 3 C |  | INC | ค |  |
| 0174 | C29601 |  | JF' | NZ.tamit |  |
| 0177 | 78 |  | ITI | A, F | ; TEST TO SEE IF SUH WILL FUN |
| $0 \pm 78$ | 91 |  | Suk | C | ; . OFF mottom of tahle |
| 0179 | CA8501 |  | , JF | z. T00L04 |  |
| 0175 | Lab501 |  | . 3 F | C.TOOLOH |  |
| 017F | 47 |  | LI | F. A | -SET NEW ldgical fosition value |
| 0180 | EL5? |  | SEC | HL, TEE | ; CHANGE ADILEESS ITSELF |
| 0182 | c31E01 |  | JF: | ENTEY |  |
| 0185 | 78 | TOOLOW | LIt | $\mathrm{A}, \mathrm{B}$ | ;SEE IF POSITION IS 1 |
| 0186 | 31 |  | UEC | A |  |
| 0187 | CABAO 1 |  | . 19 | Z.NOTFOUNI | ;IF SO, EXIT |
| 018 A | ELSEAFO2 |  | LD | HE, (ENTLEN) | AUSST SUF 1 ENTEY FOSITION |
| 019E | 37 |  | SCF |  |  |
| 018F | 3 F |  | CCF |  |  |
| 0190 | EHE2 |  | 5 sc | HL, MEE |  |
| 0192 | 05 |  |  | E | ; Change logical fosition |
| 0193 | C3AFO1 |  | JF' | REALCLOS |  |

Fig. 9.23: Binary Search Program

| 0196 | 3A4CO2 | nHil | Lis | A. (1ABI EN ) | -TESI TO SEE TF CURGENT FOSETTON |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0190 | 90 |  | Suf | 1 | ;, FIUSS INCLFMENT WILI GO FOST |
| 0190 | ¢1 |  | Sum | ¢ | , . . ENII OF THE TAML |
| 019\% | [1AA50] |  | .JF' | C, TOOLIGH |  |
| 019E | 19 |  | Ally | H. H If | ; 15 GK, CHANGE ACTUAL AItHESS |
| 019F | 78 |  | L.II | A, 1 | ;Change logilin Fors. untur |
| 01 AO | 81 |  | AlII | C. |  |
| O.1A1 | 47 |  | LI: | Ef, |  |
| O1A2 |  |  | H | Entiky |  |
| 0145 | 81 | 10 HHIGH | nils | $\bigcirc$ | FGEE IF FOSTIIDN IS AT TOF OF |
| O1AS | Cakal 1 |  | .jF* | Z,NOTFOUNT | ; , TAFME (SOME ASS TAMEN-B) |
| OJA ${ }^{\text {d }}$ | EUEEAFO2 |  | 1.1 | [EE, (ENTLEN) |  |
| 01 AL | 19 |  | ก1\% | Hit. - Ite |  |
| 01 nE | 04 |  | INC: | H | ; TNCEEMENT IOGTCOA FOSTTON |
| 01AF | OEO 1 | FEALCIUS | L. 1 | $C+1$ | ; SFT INCKEMENT 101 |
| O1F1 | 3n4FO? |  | 1. ${ }^{\text {a }}$ | A, (COmPress) |  |
| O1F4 | 324AO2 |  | 1.1 | (CI OGENIW) - A | ; , \%\%SU1 |
| 01F7 | C3LEOS |  | . FF | ENTEY |  |
| 01 FA | 16FF | NOTF OUNH | 1.3 | if, OFFil |  |
| 01FC | C9 | -OUN: | Lif T |  |  |
| 01 Hi | F5 | Mill | -65\% | HI. | CMH EfFIIf.S E BY (FNTIEN), |
| O1FF | C5 |  | FuSt | EC |  |
| 01 FF | 1600 |  | 1.1 | [1,0 |  |
| 01 Cl | 210000 |  | I. 1 | H2.0000 |  |
| 01 Ca | EIf 4 F4FO: |  | f. 11 |  |  |
| 01 CB | $4)$ |  | 111 | F! C |  |
| 016.9 | 19 | AItitm | AHIT | $\mathrm{HL}, \mathrm{m}$ |  |
| O1CA | 10 FF |  | (1.) $\mathrm{H}^{\text {a }}$ | जीmm |  |
| O100 | ri |  | POF | El |  |
| 01 CH | ER |  | EX | IE. 111 |  |
| 91CF | E1 |  | Y0\% | 111 |  |
| OICF | C\% |  | fei |  |  |
|  |  | ; |  |  |  |
|  |  | ; |  |  |  |
|  |  | ; |  |  |  |
| 0110 | C50001 | NTW | cont | SEAREH |  |
| 0113 | 14 |  | INO: | $\square$ |  |
| 0114 | ¢2300? |  | If. | $\mathrm{Nz.OIJ}$ |  |
| 0117 | 3n4ro: |  | 1 I |  |  |
| 01 la | A) |  | ANII | $\bigcirc$ |  |
| 01 LE | cnocos |  | If. | ? INSEFT |  |
| O1IE | 3AAFO? |  | (1) | A, (COMFRES) |  |
| OLE! | 36: |  | 17n: | ก |  |
| 91E: | Cathor |  | fr | 2.htsitu |  |
| OIES | Etitimfor |  | 1 H | LEF, (FNTIFN) | - COMFEES - , SET HE AFOUE WHETE |
| O1E\% | 19 |  | AHI | HL.ere | ; .ORJECT SHOUI 1160 |
| 0) | CSEFOI |  | . 15 | SE J ${ }^{\text {P }}$ |  |
| OEET | 05 | H1Stme | UEL | F | ; COMFRES=0, SET H FOR SUATEACT |
| O1E | 3AACO: | S5 TuF- | \i1 | ก, (TAMEN) | ; SEE HOW Many Ewhreg nke leri |
| 01F1 | 90 |  | 31/R | \% |  |
| O1F2 | CaOCO? |  | JF. | ?, INSFFFt |  |
| O1F5 | 5 |  | 1 H | F,A |  |
| 91F6 | C[implot |  | CAlt | MILL. 7 | $\because$ : FMTlir |
| 0159 | 19 |  | Ally |  |  |
| D1FA | 2 F |  | DEC | HL. |  |
| 01FE | EF |  | Ex |  | ; SEt TE I ENTRY GRDUE HI |
| O1FC | SAAFO: |  | 410 | HL, (ENTIFN) |  |
| O1FF | 1.9 |  | nils | Hi. $\mathrm{IFP}^{\text {a }}$ |  |
| 0200 | EB |  | EX | IEF. $\mathrm{HI}^{\text {a }}$ |  |
| 0201 | Emamiso? | MOUEM | 1.11 | HCO (ENTLFN) | -SHIET IJF ONF FNTRY OF MEMORY |
| 0205 | ETES |  | 1 HmF |  |  |
| 0207 | 31 |  | HEC | ก |  |
| 0208 | 62010: |  | JF- | NZ, MOHEM | - REFEAT TF NECDESSONY |
| 030 | 23 |  | 1 ND | ${ }^{\text {HL. }}$ | ;HL IS FFONT OF NOW EMFTY SFACE |
| 0205 | FBES | TNSEFT | FUSH | IY | ;LOAI DE.JECT INTH EMFTY GFACE |
| 020F | $\mathrm{I}_{1}$ |  | PUF- | DE |  |
| O20F | EH |  | FX | DE, + H. |  |
| 0210 | EHAH4FO. |  | 1.1 | HCP (ENTIEN) |  |
| 0214 | FILSO |  | \&iff |  |  |
| 0216 | 3 ACOL |  | 4 It | A, (TAFEEN) | ; INCFEMENT TAFLE IENGTH |
| 0219 | 3 C |  | INC | A |  |
| O21A | 324002 |  | 1.11 | (TAMLEN), A |  |
| 02118 | O1FFFF |  | 1. If | BC,OFFFFH | ; SHOL THAT IT WOS LONE |
| 0.20 | C9 | 011 T | FFI |  |  |
|  |  | ; |  |  |  |
|  |  | ; |  |  |  |
|  |  |  |  |  |  |

Fig. 9.23: Binary Search Program (cont.)


Fig. 9.23: Binary Search Program (cont.)

## LINKED LIST

The linked list is assumed to contain, as usual, the three alphanumeric characters for the label, followed by one to 250 bytes of data, followed by a two-byte pointer which contains the starting address of the next entry, and lastly followed by a one-byte marker. Whenever this one-byte marker is set to " 1 ", it will prevent the insert-routine from substituting a new entry in the place of the existing one.

Further, a directory contains a pointer to the first entry for each letter of the alphabet, in order to facilitate retrieval. It is assumed in the program that the labels are ASCII alphabetic characters. All pointers at the end of the list are set to a NIL value which has been chosen here to be equal to the table base, as this value should never occur within the linked list.

The insertion and the deletion program perform the obvious pointer manipulations. They use the flag INDEXED to indicate if a pointer pointing to an object came from a previous entry in the list or from the directory table. The corresponding programs are shown in Figure 9.29.

The data structure is shown in Figure 9.25.

| $-[i m 400$ |  |  |  | 100 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0400 | 00 | 00 | 00 | 00 | 00 | 00 |  |  |  |  |  |  |  |  |  |
| 0410 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | $00-00$ | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 0420 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | $00-00$ | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 0430 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | $00-00$ | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 0440 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | $00-00$ | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 0450 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | $00-00$ | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 0460 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | $00-00$ | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 0470 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | $00-00$ | 00 | 00 | 00 | 00 | 00 | 00 | 00 |


| -1m300 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0300 | 53 | $4 F$ | 4E | 31 | 31 | 31. | 31. | 31*31. | 31 | 3.1 | 31 | 31 | 00 | 0000 |
| 0310 | 44 | 41 | 44 | $3{ }^{3}$ | 32 | 3. | 3: | 3. -3. | 3: | 3: | 3.3 | 32 | 00 | 0000 |
| 03.0 | 41 | AF | 4I | 33 | 33 | 33 | 3.5 | 35-33 | 33 | 33 | 33 | 33 | 00 | 0000 |
| 0330 | 5 | AF | 43 | 34 | 34 | 34 | 34 | 34-34 | 34 | 34 | 34 | 3 A | 00 | 0000 |
| 0.340 | 41 | 45 | 54 | 35 | 35 | 35 | 35 | $35-35$ | 35 | 35 | 35 | 35 | 00 | 0000 |
| 0.350 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00\%00 | 00 | 00 | 00 | 00 | 00 | 0000 |
| 0.360 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00-00 | 00 | 00 | 00 | 00 | 00 | 0000 |
| 0370 | 00 | 00 | )0 | 00 | 00 | 00 | 00 | 00-00 | ก0 | 00 | 00 | 00 | 00 | 0000 |
| $\begin{aligned} & -5 Y \\ & 7=000 \end{aligned}$ | $3:$ | $0$ |  |  |  |  |  |  |  |  |  |  |  |  |
| -6233 $-\cdots 0: 30$ | 366 0 | S6 | ) | $\mathbf{R 1}$ | - | VS | ER |  |  |  |  |  |  |  |

## Intial table

```
*...............*
```


.................
.................

....................

Listing of Objects

## and their locations

in memory
STA1111111111...

MDMZ33.333333.
UNCA444444444... ANT5555555555, ,
$\qquad$
$\qquad$


Table after insertion
HOH3333333333. .
 , , + +............

 , +., , $+\cdots+\cdots, \ldots$,

Lasting of table after insertion. Note: table is kept alphabetic
HAD2222222222m0M 3333333333.
................
.........................
..................
..........,.,..........
-•(additional inserts) ${ }^{\text {• }}$ -

Fig. 9.24: Alphabetic List-A Sample Run


Address of Object in table (verify in Table above that it is "SON"')
$-6236,269$
$\mathrm{F}=0269$ 0269, Run 'DELETE' on "SON"

| - -LM 400 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0400 | 41 | $4 E$ | 54 | 35 | 35 | 35 | 35 | $35-35$ | 35 | 35 | 35 | 35 | 44 | 41 | 44 |
| 0410 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | $32-32$ | 32 | 41 | $4 F$ | 41 | 33 | 33 | 33 |
| 0420 | 33 | 33 | 33 | 33 | 33 | 33 | 33 | $55-4 E$ | 43 | 34 | 34 | 34 | 34 | 34 | 34 |
| 0430 | 34 | 34 | 34 | 34 | 55 | $4 E$ | 43 | $34-34$ | 34 | 34 | 34 | 34 | 34 | 34 | 34 |
| 0440 | 34 | 00 | 00 | 00 | 00 | 00 | 00 | $00-00$ | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 0450 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | $00-00$ | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 0460 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | $00-00$ | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 0470 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | $00-00$ | 00 | 00 | 00 | 00 | 00 | 00 | 00 |


-6260/263 Try run of "SEARCH again (on "SON")
$F=02630263$

$\left.\begin{array}{llllllllllllll} & & & \begin{array}{l}\text { Current table } \\ \text { configuration. } \\ \text { Compare to the one } \\ \text { prior to the }\end{array} \\ \text { DELETE }\end{array}\right]$

Fig. 9.24: Alphabetic List-A Sample Run (cont.)


Fig. 9.25: Linked List Structure

An application for this data structure would be a computerized address book, where each person is represented by a unique three-letter code (perhaps the usual initials) and the data field contains a simplified address, plus the telephone number (up to 250 characters). Let us examine the structure in more detail on Figure 9.23 . The entry format is:


As usual the conventions are:
ENTLEN: total element length (in bytes)
TABASE: address of base of list

The address of the OBJECT is always assumed to reside in the IY register prior to entering the program. Here, REFBASE points to the base address of the directory, or "reference table."

Each two-byte address within this directory points to the first occurrence of the letter to which it corresponds in the list. Thus, each group
of entries with an identical first letter in their labels actually forms a separate list within the whole structure. This feature facilitates searching and is analogous to an address book. Note that no data are moved during an insert or delete. Only pointers are changed, as in every wellbehaved linked list structure.

If no entry starting with a specific letter is found, or if there is no entry alphabetically following an existing one, their pointers will point to the beginning of the table (= "NIL"). At the bottom of the table, by convention a value is stored such that the absolute value of the difference between it and " Z " is greater than the difference between " A " and ' $Z$ ". This represents an End Of Table (EOT) marker. The EOT value is assumed here to occupy the same amount of memory as a normal entry but could be just one byte if desired. The letters are assumed to be alphabetic letters in ASCII code. Changing this would require changing the constant in the PRETAB routine.

The end-of-table marker is set to the value of the beginning of the table ("NIL").

By convention, the "NIL pointers", found at the end of a string, or within a directory location which does not point to a string, are set to the value of the table base to provide a unique identification. Another convention could be used. In particular, a different marker for EOT results in some space savings, as no NIL entries need be kept for nonexisting entries.

Insertion and deletion are performed in the usual way (see Part I of this chapter) by merely modifying the required pointers. The INDEXED flag is used to indicate if the pointer to the object is in the reference table or another string element.

## Searching

The SEARCH program resides at memory locations 0100 to 0155 an uses subroutine PRETAB at address 01D2.

The search principle is straightforward:
1-Get the directory entry corresponding to the letter of the alphabet in the first position of the OBJECT's label.
2-Get the pointer. Access the element. If NIL, the entry does not exist.

3-If not NIL, match the element against the OBJECT. If a match is found, the search has succeeded. If not, get the pointer to the next entry down the list.

4-Go back to 2 .
An example is shown in Figure 9.26.


Fig. 9.26: Linked List-A Search

## Inserting

The insertion is essentially a search followed by an insertion once a "NIL" has been found.

A block of storage for the new entry is allocated past the EOT marker by looking for an occupancy marker set at "available".

The program is called "NEW'" in Figure 9.29 and resides at addresses 0156 to 1A3. An example is shown in Figure 9.27.


Fig. 9.27: Linked List: Example of Insertion

## Deleting

The element is deleted by setting its occupancy marker to "available" and adjusting the pointer to it from the directory or else the previous element.

The program is called 'DELETE', and resides at addresses 01A4 to 01D1.

An example of a deletion is shown in Figure 9.28.


NOTE DAF is NOI Erased. but "invisible"

Fig. 9.28: Example of Deletion (Linked List)

| 1）000 |  |  |  | 610011 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | （01f \％ |  | 11 | 1－mate |  |
|  | （011．3） | Pamast | U1 | （ WIIE： |  |
|  | （01EO） | defmenct | $\ldots$ | FNIER ${ }^{\text {S }}$ |  |
|  | （OJEC） | FNTIFN | （1） | NHIN\％ |  |
| 6） 100 | AFOO | Stinfect | 11 | n．＂ | －Ifation lit a dras |
| 0t．0． | 4 ？ |  | 111 | H， 0 |  |
| 9103 | 35 |  | $1+1{ }^{\text {a }}$ | fi |  |
| 6104 | 51701 |  | 111 |  |  |
| O10\％ | ［11201 |  | ［n］ | THETOH |  |
| 010 A | 10 |  | 1 is | A，（1） |  |
| O10 0 | SF |  | 1 H | $1 \cdot 0$ |  |
| OFPC | 13 |  | 1 Nt ： | H1 |  |
| 910 C | 10 |  | $1!$ | So．11！ |  |
| O10E | 67 |  | 1 ！ 1 | $\mathrm{H}, \mathrm{A}$ |  |
| O10F | E 5 |  | F159\％ | H1 |  |
| 0110 | HIE： |  | Fitr | ix |  |
| 0）12 | 以上नए00 | COMFAEE | 1．11 | A．tixtos | ：OHF AT FIFST AETTFF OF EMTFY |
| 0115 | FEPC |  | Ct | 7 CH |  |
| 0117 | ［35501 |  | ．fF |  |  |
| OLIA | 1177500 |  | ！ 1 | O．（txto） | －Commant plesif IFtters |
| O1111 | FIFEOO |  | CH | （TYtO） |  |
| 01.20 | Tans 01 |  | ．I＇ |  |  |
| 0123 | ［25．60） |  | 11. | N？＋What mblat |  |
| 0126 |  |  | 11 | A．（ $\|Y\|$｜$)$ |  |
| 0130 | FUHFO1 |  | ref |  |  |
| OLS | IABEO |  | ．${ }^{\prime}$ | livNorimml！ |  |
| O1． F | C－560 |  | ． 1 | N：NOTEOUND |  |
| 0130 | 11750\％ |  | I．is | O．（1X＋？） | COMMEAEF 3FRIETTEFS |
| 0132\％ | FIEFO： |  | CH |  |  |
| （）136 | （192．30） |  | H： |  |  |
| ） 13 B | Dramel |  | ．17＇ | NC．NOTF DHath |  |
| O1．5E | 以品年， | NOGOOI： | Ften | TX |  |
| 0140 | ［1］ |  | FOF | ［il： |  |
| 0141 | 2nfCO1 |  | 1 II | H ，（ENIIAN） | ，HMM TOFTTNIFF OF ENTE： |
| 0144 | 19 |  |  | A， H ［15 |  |
| 0145 | 4 E |  | I．${ }^{\text {a }}$ |  |  |
| 0146 | 23 |  | 1900 | H1． |  |
| $014 \%$ | 46 |  | 1.11 | （t）（IIt） |  |
| 0148 | C5 |  | FUSH | 莗C： |  |
| 0149 | IIIE： |  | FOF－ | ix |  |
| 014 H | 3E00 |  | I．I！ | 0.0 |  |
| a） 41 | 3， 701 |  | Lit | （IWHF XII＇， 0 |  |
| 0150 | C．3． 201 |  | ．13＊ | Cfomfontit |  |
| 0153 | 06 FI | Tounh | 1.17 | \＃，OF：H |  |
| 0155 | 19 | NOTF OUNE | W11 |  |  |
| 9196 | C以OOO！ | NFW | linle | SECtich |  |
| 0154 | 04 |  | tac | H |  |
| 015A | LคA301 |  | If | 2．0nl |  |
| の151 | 115 |  | HUSH | Hir |  |
| 915 | PAESO1 |  | 1.5 |  | ：rant sronce It Inlat Fow nfw |
| 915 | \％ F | H2 $\times 10 \mathrm{OLE}$ | $1 \cdot x$ |  |  |
| 916. | $\therefore$ Al： 90 |  | 1．17 |  |  |
| 0165 | $\cdots$ |  | 1 NLC | H1 |  |
| 9166 | 3 |  | I＋ N ： | H． |  |
| 0167 | 2.3 |  | InC： | H |  |
| 9） 68 | 10 |  | All！ | Ht，［tit |  |
| 9169 | ， |  | 1．71 | A．（ 1 l ） |  |
| 0165 | ． 11 |  | mit． | 9 |  |
| 016 F | 1．86101 |  | H | TVNFXITHM： |  |
| O1be | 12 |  | 1 ft ． | 1. |  |
| 0165 | W5 |  | FUSH | ［年 |  |
| 0170 | FIES |  | Fifsil | 17 | imoll lf OH HI |
| 013 | E1 |  | 1.6 | 14 |  |
| 9173 | EIf4ECOL |  | 1．11 | At，（tallim） |  |
| 013 | Effto |  | 1．113 |  |  |
| 0170 | WHES |  | FuSH | $1 \%$ | ； |
| 017 H | E1 |  | FOF | H | 3．．ai motater focy 1 don |
| 017 C | EF |  | P\％ | TEF， 111 |  |
| （）175 | 3 |  | LI！ | （111．）F |  |
| 917E | 23 |  | 1NC | Hil |  |
| O17F | $\cdots$ |  | ！！ 1 | （䡋．）－ 1 |  |
| O190 | 23 |  | 1 NL | HL |  |
| O191 | 360．1 |  | ！ 11 | （HI））－ 1 |  |

Fig．9．29：Linked List—The Programs


Fig. 9.29: Linked List-The Programs (cont.)

## The Objects in memory

114300









## Listing of Objects

and their focations in memory

GीN1।1111111L．，
 MOM3．33333373．．






$$
\begin{aligned}
& \text { - 14MEOO }
\end{aligned}
$$

1）$\because=000$ OA OO OA OO OA OO OA OO OA 0O OA OO OA OO OA
0tital $000000000000 \quad 0000 \cdots 0000000000000000$
$0 \pm 400000000000000000-0000000000000000$

```
Inital Direcwors
,..........,.,
"=23............
,,,3,,,,,3,3,3
*,..............
* "....**: = = .".
```

| Oceupancy markers <br> Pointers－ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | Table configuration after several insertions． |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0400 | 7 F | 00 | O） | 00 | 00 | 00 | 00 | 0000 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | f：$=$ |
| 9410 | 91 | 41 | 「， 4 | $\mathrm{J}^{1}$ | 36 | 36， | 35 | ta | 3 F | 5！ | $3 \%$ | 35 | 70 | O？ | 0） 1 |  |
| 9.90 | 44 | 41 | 44 | $\therefore$ | \％ | $\cdots$ | 37 | 回 3 ？ | 32 | 30 | 1 | 3. | 00 | O9 | 01 |  |
| 9.950 | 41 | 41 | 41 | 3 3 | 4．4 | 7， 3. | 36 | 36.36 | 36 | 3t | 36 | 36 | 10 | OA | 01 |  |
| （）440 | 5.3 | AF | $41^{-}$ | 31 | 31 | 杖 | 预 | 71 3 3 | 31 | ， 31 | 31 | 31 | 00 | 04 | 6） 1 | Smot1｜11111！1s＝ |
| 1，4．50 | 4 I | AF＇ | 411 | 33 | 3\％ | 35 | 湤 | 37\％3 3 | －15 | 3．7 | 37 | 3.3 | 00 | $0 \cdot 1$ | 01 |  |
| 1） 4.60 | 53 | 49 | 44 | 31 | 36 | 33 | 38 | 39.39 | 39 | 38 | 16 | 39 | 40 | OA | 01 | \％ $119898998889 \%$ ， |
| 1） 470 | 4） | 1 A | ！ni！ | $\cdots$ | S； | \％ | ？ | 3） 3 | ！ | $3)$ | 3 | 3 ？ | 00 | 04 | 01 |  |
| $\begin{aligned} & E Y \\ & Y=0,6,0 \quad 310 \end{aligned}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1，ご． |  | $?$ |  | Delete an entry |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Intat－Only change |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0700 | P14 | （0） | 00 | 00 | 90 | 00 | 00 | 00－9\％ | 160 | O） | 00 | 00 | 00 | 00 | 00 | 6． |
| （4） 0 | $4!$ | AE． | 14 | 35 | 3 | ， | 3t， | 35 35 | 南 | उF | \％ 5 | 35 | 70 | 04 | 1） 1 |  |
| O1：30 | 44 | 41 | 49 | I？ | 3． | 30 | 3.7 | \％ $0^{9}$ ， 3 ？ | 3 | 3．1 | 32 | 3？ | 90 | 94 | 00 |  |
| 1）430 | 41 | 41 | 41 | 34 | 3 | 36 | $3 C^{2}$ | 36 36 | 36 | 3.5 | 33 | 36 | 10 | On | 01 |  |
| － 440 | 5 | 41 | 41 | 31 | 31 | 11 | 31 | 31 31 | 31 | 31 | 31 | 31 | ¢0 | 04 | 01 | Contilt｜11｜1．3． |
| －950 | 411 | $4{ }^{+}$ | 4 It | A3 | 5.5 |  | $3 \%$ | 383 |  | 5.7 | 7． 5 | 35 | $)_{0} 0$ | 64 | （）1 |  |
| 94，30 | 5.3 | $4{ }^{5}$ | A 4 | 35 | 35 | 30 | 79 | 39－36 | 19 | 38 | 7？ | 39 | 90 | 04 | 01 | ¢ 1143900939898 m ： |
| O4， | 41 | E⿵ | ＂n | $3 \%$ | $\because$ | $\%$ | $3 \%$ | 3） 37 | 37 | $3 \%$ | 号？ | 37 | 00 | 04 | 01 |  |

Fig．9．30：Linked List—A Sample Run

```
-6220/223
F=0223 0203'
    Run 'SEARCH' for deleted entry
M-Not Oound 
\}\begin{array}{l}{\begin{subarray}{c}{Y=0310340}\\{-5Y20,223}\\{F=0223 0203.}\end{subarray}}\end{array}}\mathrm{ Run "SEARCH" for an existent entry
F=0223 0203')
F=0329 0229.
```

Note: Changes in

- TMAOO
$0400 \quad 7 \mathrm{~F} \quad 0000000000 \quad 00 \quad 00-0000 \quad 000000000000$

 $0430 \quad 41 \quad 41 \quad 41 \quad 36$ 3b 36






## Fig. 9.30: Linked List- A Sample Run (cont.)

## SUMMARY

The beginning programmer need not concern himself yet with the details of data structures implementation and management. However, efficient programming of non-trivial algorithms requires a good understanding of data structures. The actual examples presented in this chapter should help the reader achieve such an understanding and solve all the common problems encountered with reasonable data structures.

## 10

## PROGRAM DEVELOPMENT

## INTRODUCTION

All the programs we have studied and developed so far have been developed by hand without the aid of any software or hardware resource. The only improvement over straight binary coding has been the use of mnemonic symbols, those of the assembly language. For effective software development, it is necessary to understand the range of hardware and software development aids. It is the purpose of this chapter to present and evaluate these aids.

## BASIC PROGRAMMING CHOICES

Three basic alternatives exist: writing a program in binary or hexadecimal, writing it in assembly-level language, or writing it in a highlevel language. Let us review these alternatives.

## Hexadecimal Coding

The program will normally be written using assembly language mnemonics. However, most low-cost, one-board computer systems do not provide an assembler. The assembler is the program which will automatically translate the mnemonics used for the program into the required binary codes. When no assembler is available, this translation from mnemonics into binary must be performed by hand. Binary is unpleasant to use and error-prone, so that hexadecimal is normally used. It has been shown in Chapter 1 that one hexadecimal digit will represent four binary bits. Two hexadecimal digits will, therefore, be used to represent the contents of every byte. A's an example, the table showing the hexadecimal equivalent of the Z 80 instructions appears in the Appendix.

In short, whenever the resources of the user are limited and no assembler is available, he will have to translate the program by hand into hexadecimal. This can reasonably be done for a small number of instructions, such as, perhaps, 10 to 100 . For larger programs, this process is tedious and error-prone, so that it tends not to be used. However, nearly all single-board microcomputers require the entry of programs in hexadecimal mode. They are not equipped with an assembler and a full alphanumeric keyboard, in order to limit their cost.

In summary, hexadecimal coding is not a desirable way to enter a program in a computer. It is simply an economical one. The cost of an assembler and the required alphanumeric keyboard is traded-off against increased labor required to enter the program in the memory. However, this does not change the way the program itself is written. The program is still written in assembly-level language so that it can be examined by the human programmer and be meaningful.

## Assembly Language Programming

Assembly-level programming covers both programs that may be entered in hexadecimal and those that may be entered in symbolic assembly-level form in the system. Let us now examine the entry of a program directly in its assembly language representation. An assembler program must be available. The assembler will read each of the mnemonic instructions of the program and translate it into the required bit pattern using 1 to 5 bytes, as specified by the encoding of the instructions. In addition, a good assembler will offer a number of additional facilities for writing the program. These will be reviewed in the section on the assembler below. In particular, directives are available which will modify the value of symbols. Symbolic addressing may be used and a branch to a symbolic location may be specified. During the debugging phase, when a user may remove or add instructions, it will not be necessary to rewrite the entire program if an extra instruction is inserted between a branch and the point to which it branches, as long as symbolic labeis are used. The assembler will take care of automatically adjusting all the labels during the translation process. In addition, an assembler allows the user to debug his program in symbolic form. A disassembler may be used to examine the contents of a memory location and reconstruct the assembly-level instruction that it represents. The various software resources normally available on a system will be reviewed below. Let us now examine the third alternative.


Fig. 10.1: Programming Levels

## High-Level Language

A program may be written in a high-level language such as BASIC, APL, PASCAL, or others. Techniques for programming in these various languages are covered by specific books and will not be reviewed here. We will, therefore, only briefly review this mode of programming. A high-level language offers powerful instructions which make programming much easier and faster. These instructions must then be translated by a complex program into the final binary representation that a microcomputer can execute. Typically, each high-level instruction will be translated into a large number of individual binary instructions. The program which performs this automatic translation is called a compiler or an interpreter. A compiler will translate all the instructions of a program in sequence into object code. In a separate phase, the resulting code will then be executed. By contrast, an interpreter will interpret a single instruction, then execute it, then "translate" the next one, then execute it. An interpreter offers the advantage of interactive response, but results in low efficiency compared to a compiler. These topics will not be studied further here. Let us revert to the programming of an actual microprocessor in the assembly-level language.

## SOFTWARE SUPPORT

We will review here the main software facilities which are (or should be) available in the complete system for convenient software development. Some of the definitions have already been introduced. They will be summarized here and the rest of the important programs will be defined before we proceed.

The assembler is the program which translates the mnemonic representation of instructions into their binary equivalent. It normally translates one symbolic instruction into one binary instruction (which may occupy 1,2 or 3 bytes). The resulting binary code is called object code. It is directly executable by the microcomputer. As a side effect, the assembler will also produce a complete symbolic listing of the program, as well as the equivalence tables to be used by the programmer and the symbol occurrence list in the program. Examples will be presented later in this chapter.

In addition, the assembler will list syntax errors such as instructions misspelled or illegal, branching errors, duplicate labels or missing labels.

It will not delete logical errors (this is your problem).
A compiler is the program which translates high-level language instructions into their binary form.

An interpreter is a program similar to a compiler, which also translates high-level instructions into their binary form but does not keep the intermediate representation and executes them immediately. In fact, it often does not even generate any intermediate code, but rather executes the high-level instructions directly.

A monitor is the basic program which is indispensable for using the hardware resources of this system. It continuously monitors the input devices for input and manages the rest of the devices. As an example, a minimal monitor for a single-board microcomputer, equipped with a keyboard and with LED's, must continuously scan the keyboard for a user input and display the specified contents on the light-emitting diodes. In addition, it must be capable of understanding a number of limited commands from the keyboard, such as START, STOP, CONTINUE, LOAD MEMORY, EXAMINE MEMORY. On a large system, the monitor is often qualified as the executive program, when complex file management or task scheduling is also provided. The overall set of facilities is called an operating system. If files are residing on a disk, the operating system is qualified as the disk operating system, or DOS.

An editor is the program designed to facilitate the entry and the modification of text or progams. It allows the user to enter characters conveniently, append them, insert them, add lines, remove lines, search for characters or strings. It is an important resource for convenient and effective text entry.

A debugger is a facility necessary for debugging programs. When a program does not work correctly, there may typically be no indication whatsoever of the cause. The programmer, therefore, wishes to insert breakpoints in his program in order to suspend the execution of the program at specified addresses, and to be able to examine the contents of registers or memory at this point. This is the primary function of a debugger. The debugger allows for the possibility of suspending a program, resuming execution, examining, displaying and modifying the contents of registers or memory. A good debugger will be equipped with a number of additional facilities, such as the ability to examine data in symbolic form, hex, binary, or other usual representations, as well as to enter data in this format.

A loader, or linking loader, will place various blocks of object code at specified positions in the memory and adjust their respective symbolic pointers to that they can reference each other. It is used to relocate programs or blocks in various memory areas. A simulator or an emulator program is used to simulate the operation of a device, usually the microprocessor, in its absence, when developing a program on a simulated processor prior to placing it on the actual board. Using this approach, it becomes possible to suspend the program, modify it, and keep it in RAM memory. The disadvantages of a simulator are that:

1-It usually simulates only the processor itself, not input/output devices.

2-The execution speed is slow, and one operates in simulated time. It is therefore not possible to test real-time devices, and synchronization problems may still occur even though the logic of the program may be found correct.

An emulator is essentially a simulator in real time. It uses one processor to simulate another one, and simulates it in complete detail.

Utility routines are essentially all the routines which are necessary in most applications and that the user wishes the manufacturer had provided!

They may include multiplication, division and other arithmetic operations, block move routines, character tests, input/output device handlers (or "drivers"), and more.

## THE PROGRAM DEVELOPMENT SEQUENCE

We will now examine a typical sequence for developing an assemblylevel program. We will assume that all the usual software facilities are available in order to demonstrate their value. If they should not be available in a particular system, it will still be possible to develop programs, but the convenience will be decreased and, therefore, the amount of time necessary to debug the program is likely to be increased.

The normal approach is to first design an algorithm and define the data structures for the problem to be solved. Next, a comprehensive set of flowcharts is developed which represents the program flow. Finally, the flowcharts are translated into the assembly-level language for the microprocessor; this is the coding phase.

Next, the program has to be entered on the computer. We will examine in the next section the hardware options to be used in this phase.

The program is entered in RAM memory of the system under the control of the editor. Once a section of the program, such as one or more subroutines, has been entered, it will be tested.

First, the assembler will be used. If the assembler did not already reside in the system, it would be loaded from an external memory, such as a disk. Then, the program will be assembled, i.e., translated into a binary code. This results in the object program, ready to be executed.

One does not normally expect a program to work correctly the first time. To verify its correct operation, a number of breakpoints will normally be set at crucial locations where it is easy to test whether the intermediate results are correct. The debugger will be used for this purpose. Breakpoints will be specified at selected locations. A "Go" command will then be issued so that program execution is started. The program will automatically stop at each of the specified breakpoints. The programmer can then verify, by examining the contents of the registers, or memory, that the data so far is correct. If it is correct, we proceed until the next breakpoint. Whenever we find incorrect data, an error in the program has been detected. At this point, the programmer normally refers to his program listing and verifies whether his coding has been correct. If no error can be found in the programming, the error might be a logical one and one might refer to the flowchart. We will assume here that the flowcharts have been checked by hand and are assumed to be reasonably correct. The error is likely to come from the coding. It will, therefore, be necessary to modify a section of the program. If the symbolic representation of the program is still in the memory, we will
simply re-enter the editor and modify the required lines, then go through the preceding sequence again. In some systems, the memory available may not be large enough, so that it is necessary to flush out the symbolic representation of the program onto a disk or cassette prior to executing the object code. Naturally, in such a case, one would have to reload the symbolic representation of the program from its support medium prior to entering the editor again.

The above procedure will be repeated as long as necessary until the results of the program are correct. Let us stress that prevention is much more effective than cure. A correct design will typically result in a program which runs correctly very soon after the usual typing mistakes or obvious coding errors have been removed. However, sloppy design may result in programs which will take an extremely long time to be debugged. The debugging time is generally considered to be much longer than the actual design time. In short, it is always worth investing more time in the design in order to shorten the debugging phase.

However, using this approach, it is possible to test the overall organization of the program, but not to test it in real time with input/output devices. If input/output devices are to be tested, the direct solution consists of transferring the program onto EPROM's and installing it on the board and then watching whether it works.

There is a better solution. It is the use of an in-circuit emulator. An in-circuit emulator uses the $Z 80$ microprocessor (or any other one) to emulate a $Z 80$ in (almost) real time. It emulates the Z 80 physically. The emulator is equipped with a cable terminated by a 40-pin connector, exactly identical to the pin-out of a Z80. This connector can then be inserted on the real application board that one is developing. The signals generated by the emulator will be exactly those of the Z 80 , only perhaps a little slower. The essential advantage is that the program under test will still reside in the RAM memory of the development system. It will generate the real signals which will communicate with the real input/output devices that one wishes to use. As a result, it becomes possible to keep developing the program using all the resources of the development system (editor, debugger, symbolic facilities, file system) while testing input/output in real time.

In addition, a good emulator will provide special facilities, such as a trace. A trace is a recording of the last instructions or status of various data busses in the system prior to a breakpoint. In short, a trace provides the film of the events that occurred prior to the breakpoint or the malfunction. It may even trigger a scope at a specified address or upon the occurrence of a specified combination of bits. Such a facility is of
great value, since when an error is found it is usually too late. The instruction, or the data, which caused the error has occurred prior to the detection. The availability of a trace allows the user to find which segment of the program caused the error to occur. If the trace is not long enough, we will simply set an earlier breakpoint.


Fig. 10.2: A Typical Memory Map

This completes our description of the usual sequence of events involved in developing a program. Let us now review the hardware alternatives available for developing programs.

## HARDWARE ALTERNATIVES

## Single-Board Microcomputer

The single-board microcomputer offers the lowest cost approach to program development. It is normally equipped with a hexadecimal keyboard, plus some function keys, plus 6 LED's which can display address and data. Since it is equipped with a small amount of memory, an assembler is not usually available. At best, it has a small monitor and virtually no editing or debugging facilities, except for a very few commands. All programs must, therefore, be entered in hexadecimal form. They will also be displayed in hexadecimal form on the LED's. A sin-gle-board microcomputer has, in theory, the same hardware power as any other computer. Simply because of its restricted memory size and keyboard, it does not support all the usual facilities of a larger system and makes program development much longer. Because it is tedious to develop programs in hexadecimal format, a single board microcomputer is best suited for education and training where programs of limited length have to be developed and their short length is not an obstacle to programming. Single-boards are probably the cheapest way to learn programming by doing. However, they cannot be used for complex program development unless additional memory boards are attached and the usual software aids are made available.

## The Development System

A development system is a microcomputer system equipped with a significant amount of RAM memory ( $32 \mathrm{~K}, 48 \mathrm{~K}$ ) as well as the required input/output devices, such as a CRT display, a printer, disks, and, usually, a PROM programmer, as well as, perhaps, an in-circuit emulator. A development system is specifically designed to facilitate program development in an industrial environment. It normally offers all, or most, of the software facilities that we have mentioned in the preceding section. In principle, it is the ideal software development tool.

The limitation of a microcomputer development system is that it may not be capable of supporting a compiler or an interpreter. This is because a compiler typically requires a very large amount of memory, often more than is available on the system. However, for developing programs in assembly-level language, it offers all the required facilities. But because development systems sell in relatively small numbers compared to hobby computers, their cost is significantly higher.

## Hobby-Type Microcomputers

The hobby-type microcomputer hardware is naturally exactly analogous to that of a development system. The main difference lies in the fact that it is normally not equipped with the sophisticated software development aids which are available on an industrial development system. As an example, many hobby-type microcomputers offer only elementary assemblers, minimal editors, minimal file systems, no facilities to attach a PROM programmer, no in-circuit emulator, no powerful debugger. They represent, therefore, an intermediate step between the single-board microcomputer and the full microprocessor development system. For a user who wishes to develop programs of modest complexity, they are probably the best compromise, since they offer the advantage of low cost and a reasonable array of software development tools, even though they are quite limited as to their convenience.

## Time-Sharing System

It is possible to rent terminals from several companies which will connect to time-sharing networks. These terminals share the time of the larger computer and benefit from all the advantages of large installations. Cross assemblers are available for all microcomputers on virtually all commercial time-sharing systems. A cross assembler is simply an assembler for, say, a Z 80 which resides, for example, in an IBM370. Formally, a cross assembler is an assembler for microprocessor X , which resides on processor Y . The nature of the computer being used is irrelevant. The user still writes a program in Z80 assembly-level language, and the cross assembler translates it into the appropriate binary pattern. The difference, however, is that the program cannot be executed at this point. It can be executed by a simulated processor, if one is available, provided it does not use any input/output resources. This solution is used, therefore, only in industrial environments.

## In-House Computer

Whenever a large in-house computer is available, cross assemblers may also be available to facilitate program development. If such a computer offers time-shared service, this option is essentially analogous to the one above. If it offers only batch service, this is probably one of the most inconvenient methods of program development, since submitting programs in batch mode at the assembly level for a microprocessor results in a very long development time.

## Front Panel or No Front Panel?

The front panel is a hardware accessory often used to facilitate program debugging. It has traditionally been a tool for conveniently displaying the binary contents of a register or of memory. However, all the functions of the control panel may be accomplished from a terminal, and the dominance of CRT displays now offers a service almost equivalent to the control panel by displaying the binary value of bits. The additional advantage of using the CRT display is that one can switch at will from binary representation to hexadecimal, to symbolic, to decimal (if the appropriate conversion routines are available, naturally). The disadvantage of the CRT is that one must hit several keys to obtain the appropriate display rather than turn a knob. However, since the cost of providing a control panel is quite substantial, most recent microcomputers have abandoned this debugging tool. The value of the control panel is often considered more on the basis of emotional arguments influenced by one's own past experience than by the use of reason. It is not indispensable.

## Summary of Hardware Resources

Three broad cases may be distinguished. If you have only a minimal budget and if you wish to learn how to program, buy a single-board microcomputer. Using it, you will be abie to develop all the simple programs in this book and many more. Eventually, however, when you want to develop programs of more than a few hundred instructions, you will feel the limitations of this approach.

If you are an industrial user, you will need a full development system. Any solution short of the full development system will cause a significantly longer development time. The trade-off is clear: hardware resources vs. programming time. Naturally, if the programs to be developed are quite simple, a less expensive approach may be used. However, if complex programs are to be developed, it is difficult to justify any hardware savings when buying a development system, since the programming costs will be by far the dominant cost of the project.

For a personal computerist, a hobby-type microcomputer will typically offer sufficient, although minimal, facilities. Good development software is still to come for many of the hobby computers. The user will have to evaluate his system in view of the comments presented in this chapter.

Let us now analyze in more detail the most indispensable resource: the assembler.

## THE ASSEMBLER

We have used assembly-level language throughout this book without presenting the formal syntax or definition of assembly-level language. The time has come to present this definition. An assembler is designed to allow the convenient symbolic representation of the user program, and yet to make it simple for the assembler program to convert these mnemonics into their binary representation.

## Assembler Fields

When typing in a program for the assembler, we have seen that fields are used. They are:

The label field, optional, which may contain a symbolic address for the instruction that follows.

The instruction field, which includes the opcode and any operands. (A separate operand field may be distinguished.)

The comment field, far to the right, which is optional and is intended to clarify the program.

These fields are shown on the programming form in Figure 10.3.
Once the program has been fed to the assembler, the assembler will produce a listing of it. When generating a listing, the assembler will provide three additional fields, usually on the left of the page. An example appears on Figure 10.4. On the far left is the line number. Each line which has been typed by the programmer is assigned a symbolic line number.

The next field to the right is the actual address field, which shows in hexadecimal the value of the program counter which will point to that instruction.

Moving still further to the right, we find the hexadecimal representation of the instruction.

This shows one of the possible uses of an assembler. Even if we are designing programs for a single-board microcomputer which accepts only hexadecimal, we should still write the program in assembly-ievel language, providing we have access to a system equipped with an assembier. We can then run the programs on the system, using the assembler. The assembler will automatically generate the correct hexadecimal codes on our system. This shows, in a simple example, the value of additional software resources.


Fig. 10.3: Microprocessor Programming Form

## Tables

When the assembler translates the symbolic program into its binary representation, it performs two essential tasks:

1-It translates the mnemonic instructions into their binary encoding.

2-It translates the symbols used for constants and addresses into their binary representation.

In order to facilitate program debugging, the assembler shows at the end of the listing the equivalence between the symbol used and its hexadecimal value. This is called the symbol table.

Some symbol tables will not only list the symbol and its value, but also the line numbers where the symbol occurs, thereby providing an additional facility.

## Error Messages

During the assembly process, the assembler will detect syntax errors and include them as part of the final listing. Typical diagnostics include: undefined symbols, label already defined, illegal opcode, illegal address, illegal addressing mode. Many more detailed diagnostics are naturally desirable and are usually provided. They vary with each assembler.

## The Assembly Language

Opcodes have already been defined. We will here define the symbols, constants and operators which may be used as part of the assembler syntax.

## Symbols

Symbols are used to represent numerical values, either data or addresses. Symbols may include up to six characters, and must start with an alphabetical character. The characters are restricted to letters of the alphabet and numbers. Also, the user may not choose names identical to the opcodes utilized by the Z 80 , the names of registers such as $\mathrm{A}, \mathrm{B}$, $\mathrm{C}, \mathrm{D}, \mathrm{E}, \mathrm{H}, \mathrm{L}, \mathrm{BC}, \mathrm{DE}, \mathrm{HL}, \mathrm{AF}, \mathrm{BC}, \mathrm{DE}, \mathrm{IX}, \mathrm{IY}, \mathrm{SP}$, as well as the various short names used as pseudo-operators by the assembler. The names of these assembler "directives" are listed below in the corresponding sections. Also, the abbreviations used to designate the flags should not be used as symbols: C,Z,N,PE,NC,P,PO.

## Assigning a Value to a Symbol

Labels are special symbols whose values do not need to be defined by the programmer. The value will automatically be defined by the assembler program whenever it finds that label. The label value thus automatically corresponds to the number of the line where it appears. Special pseudo-instructions are available to force a new starting value for labels, or to assign them a specific value.


Fig. 10.4: Assembler Output-An Example

However, other symbols used for constants or memory addresses must be defined by the programmer prior to their use.

A special assembler directive may be used to assign a value to any symbol. A directive is essentially an instruction to the assembler which will not be translated into an executable statement. For example, the constant LOG will be defined as:

## LOG DFW 3002H

This assigns the value 3002 hexadecimal to the variable LOG. The assembler directives will be examined in detail in a later section.

## Constants or Literals

Constants may traditionally be expressed either in decimal, in hexadecimal, in octal, or in binary, or as alphanumeric strings. In order to differentiate between the base used to represent the number, a symbol must be used. To load ' 0 "' into the accumulator, we will simply write:

## LD A, 0

Optionally a " $D$ " may be used at the end of the constant.
A hexadecimal number will be terminated by the symbol " H ". To load the value "FF" into the accumulator, we will write:

## LD A, FFH

An octal symbol is terminated by the symbol ' 0 ' or " Q ". A binary symbol is terminated by " B ".

For example, in order to load the value " 11111111 "' into the accumulator, we will write:

## LD A, 11111111B

Literal ASCII characters may also be used in the literal field. The ASCII symbol must be enclosed in single quotes.

For example, in order to load the symbol " S ' into the accumulator, we will write:

> LD A, 'S'

Exercise 10.1: Will the following two instructions load the same value in the accumulator: $L D A, ' 5$ ', and $L D A, 5 H$ ?

Note that in the Zilog convention, parentheses denote an address. For example:

LD A, (10)
specifies that the accumulator is loaded from the contents of memory location 10 (decimal).

## Operators

In order to further facilitate the writing of symbolic programs, assemblers allow the use of operators. At a minimum, they should allow plus and minus so that one can specify, for example:

## LD A, (ADDRESS)

LD A, (ADDRESS + 1 )
It is important to understand that the expression ADDRESS +1 will be computed by the assembler in order to determine the actual memory address which must be inserted as the binary equivalent. It will be computed at assembly time, not at program-execution time.

In addition, more operators may be available, such as multiply and divide, a convenience when accessing tables in memory. More specialized operators may be also available, such as greater than and less than, which truncate a two-byte value respectively into its high and low byte.
Naturally, an expression must evaluate to a positive value. Negative numbers may normally not be used and should be expressed in a hexadecimal format.

Finally, a special symbol is traditionally used to represent the current value of the address of the line: " $\$$ ". This symbol should be interpreted as "current location" (value of PC).

## Exercise 10.2: What is the difference between the following instructions?

LD A, 10101010B
LD A, (10101010B)

## Exercise 10.3: What is the effect of the following instruction?

JP NC, \$ - 2

## Expressions

The Z 80 assembler specifications allow a wide range of expressions
with arithmetic and logical operations. The assembler will evaluate the expressions in a left-to-right manner, using the priorities specified by the table in Figure 10.5. Parentheses may be used to enforce a specific order of evaluation. However, the outermost parentheses will denote that the contents are to be treated as an address.

## Assembler Directives

Directives are special orders given by the programmer to the assembler, which result either in storing values into symbols or into the memory, or in controlling the execution or printing modes of the assembler. The set of commands which specifically controls the printing modes of the assembler is also called 'commands' and is described in a separate section.

To provide a specific example, let us review here the 11 assembler directives available on the Zilog development system:

ORG nn
This directive will set the assembler address counter to the value nn. In other words, the first executable instruction encountered after this directive will reside at the value nn. It can be used to locate different segments of a program at different memory locations.

## EQU nn

This directive is used to assign a value to a label.
DEFL nn
This directive also assigns a value n to a label, but may be repeated within the program with different values for the same label, whereas EQU may be used only once.

## DEFB n

This directive assigns eight-bit contents to a byte residing at the current reference counter.

DFB 'S'
assigns the ASCII value of " $S$ " to the byte.

## DEFW nn

This assigns the value nn to the two-byte word residing at the current reference counter in the following location.

| OPERATOR | FUNCTION | PRIORITY |
| :---: | :---: | :---: |
| $+$ <br> - <br> NOT. or $\backslash$ .RES. <br> ** <br> * <br> / <br> MOD. <br> .SHR. <br> .SHL. <br> $+$ <br>  <br> OR. or 1 <br> XOR. <br> EQ. or $=$ <br> GT. or $>$ <br> LT. or < <br> UGT. <br> ULT. | UNARY PLUS <br> UNARY MINUS <br> logical not <br> RESULT <br> EXPONENTIATION <br> MULTIPLICATION <br> DIVISION <br> MODULO <br> LOGICAL SHIFT RIGHT <br> LOGICAL SHIFT LEFT <br> ADDITION <br> SUBTRACTION <br> LOGICAL AND <br> LOGICAL OR <br> LOGICAL XOR <br> EQUALS <br> GREATER THAN <br> LESS THAN <br> UNSIGNED GREATER THAN <br> UNSIGNED LESS THAN | $\begin{aligned} & 1 \\ & 1 \\ & 1 \\ & 1 \\ & 2 \\ & 3 \\ & 3 \\ & 3 \\ & 3 \\ & 3 \\ & 4 \\ & 4 \\ & 5 \\ & 6 \\ & 6 \\ & 7 \\ & 7 \\ & 7 \\ & 7 \\ & 7 \end{aligned}$ |

Fig. 10.5: Operator Precedence
DEFS nn
reserves a block of memory size nn bytes, starting at the current value of the reference counter.

## DEFM ‘S’

stores into memory the string ' S ' starting at the current reference counter. It must be less than 63 in length.

MACRO P0 P1 . . .Pn
is used to define a label as a macro, and to define its formal parameter list. Macros are defined in another section below.

END
indicates the end of the program. Any other statements following it will be ignored.

## ENDM

is used to mark the end of a macro definition.

## Assembler Commands

Commands are used to modify the format of the listing to control the printing modes of the assembler. All commands start with a star in column one. Seven commands are provided by the Z80 assembler. Typical examples are:

## EJECT

which causes the listing to move to the top of the next page; and

## LIST OFF

which causes the printing to be suspended, effective with this command. The others are: "*HEADING S", "**IST ON", "*MACLIST ON", '"*MACLIST OFF", '"*INCLUDE FILENAME".

## Macros

A macro is simply a name assigned to a group of instructions. It is a convenience to the programmer. If a group of instructions is used several times in a program, we could define a macro to represent them, instead of always having to write this group of instructions.

As an example, we could write:

$$
\begin{aligned}
& \text { SAVREG MACRO PUSH AF } \\
& \text { PUSH BC } \\
& \text { PUSH DE } \\
& \text { PUSH HL } \\
& \text { ENDM }
\end{aligned}
$$

then simply write the name "SAVREG" instead of the above instructions. Any time that we write SAVREG, the five corresponding lines will get substituted instead of the name. An assembler equipped with a macro facility is called a macro-assembler. When the macro assembler encounters a SAVREG, it performs a mere physical substitution of equivalent lines.

## Macro or Subroutine?

At this point, a macro may seem to operate in a way analogous to a subroutine. This is not the case. When the assembler is used to produce the object code, any time that a macro name is encountered, it will be replaced by the actual instructions that it stands for. At execution time, the group of instructions will appear as many times as the name of the macro did.

By contrast, a subroutine is defined only once, and then it can be used repeatedly; the program will jump to the subroutine address. A macro is called an assembly-time facility. A subroutine is an executiontime facility. Their operation is quite different.

## Macro Parameters

Each macro may be equipped with a number of parameters. As an example, let us consider the following macro:

| SWAP | MACRO | \#M, \#N |  |
| :---: | :---: | :---: | :---: |
|  | LD | A, \#M | M INTO A |
|  | LD | \#T, A | A INTO T ( $=$ M) |
|  | LD | A, \#N | N INTO A |
|  | LD | \#M, A | A INTO M ( $=$ N) |
|  | LD | A, \#T | T INTO A |
|  | LD | \#N, A | A INTO N $(=T)$ |
|  | END | M |  |

This macro will result in swapping (exchanging) the contents of memory locations M and N. A swap between two registers, or two memory locations, is an operation which is not provided by the Z80. A macro may be used to implement it. " T " in this instance is simply the name for a temporary storage location required by the program. As an example, let us swap the contents of memory locations ALPHA and BETA. The instruction which does this appears below:

SWAP (ALPHA), (BETA), (TEMP)
In this instruction, TEMP is the name of some temporary storage location, which we know to be available and which can be used by the macro. The resulting expansion of the macro appears below:

| LD | A, (ALPHA) |
| :--- | :--- |
| LD | (TEMP), A |
| LD | A, (BETA) |
| LD | (ALPHA), A |
| LD | A, (TEMP) |
| LD | (BETA), A |

The value of a macro should now be apparent: it is convenient for the programmer to use pseudo-instructions, which have been defined with macros. In this way, the apparent instruction set of the Z80 can be expanded at will. Unfortunately, one must bear in mind that each macro
directive will expand into whatever number of instructions were used. A macro will, therefore, run more slowly than any single instruction. Because of its convenience for the development of any long program, a macro facility is highly desirable for such applications.

## Additional Macro Facilities

Many other directives and syntactic facilities may be added to a simple macro facility; macros may be nested, i.e., a macro call may appear within a macro definition. Using this facility, a macro may modify itself with a nested definition! A first call will produce one expansion, whereas subsequent calls will produce a modified expansion of the same macro. This is allowed by the Z 80 assembler, but nested definitions are not allowed.

## CONDITTIONAL ASSEMBLY

Conditional assembly is another facility provided in the Z80 assembly. With a conditional assembly facility, the programmer can devise programs for a variety of cases, and then conditionally assemble the segments of codes required by a specific application. As an example, an industrial user might design programs to take care of any number of traffic lights at an intersection, for a variety of control algorithms. He will then receive the specifications from the local traffic engineer, who specifies how many traffic lights there should be and which algorithms should be used. The programmer will then simply set parameters in his program and assemble conditionally. The conditional assembly will result in a "customized" program which will retain only those routines which are necessary for the solution to the problem.

Conditional assembly is, therefore, of specific value to industrial program generation in an environment where many options exist and where the programmer wishes to assemble portions of programs quickly and automatically in response to external parameters.

Only two conditional pseudo-OPs are provided in the standard micro-assembler version supplied by Zilog. They are respectively:

## COND NN and ENDC

where NN represents an expression. The pseudo-OP "COND NN" will result in the evaluation of the expression NN. As long as the expression evaluates to a true value (non-zero), the statement following the COND will be assembled. However, if the expression should be false, i.e., eval-
uate to a zero value, the assembly of all subsequent statements will be disabled up to the ENDC instruction.

ENDC is used to terminate a COND, so that the assembly of subsequent statements is re-enabled. The COND pseudo-OP's cannot be nested.

In theory, more powerful conditional assembly facilities could exist, with "IF" and "ELSE' specification. They may become available in future versions of the assembler.

## SUMMARY

This chapter has presented the techniques and the hardware and software tools required to develop a program, along with the various tradeoffs and alternatives.

These range at the hardware level from the single-board microcomputer to the full development system; at the software level, from binary coding to high-level programming.

You will have to select them on the basis of your goals and resources.

## $\mathbb{C H A P T E R} \mathbb{1}$

## CONCLUSION

We have now covered all important aspects of programming, from definitions and basic concepts to the internal manipulation of the Z80 registers, to the management of input/output devices, as well as the characteristics of software development aids. What is the next step? Two views can be offered, the first one relating to the development of technology, the second one relating to the development of your own knowledge and skill. Let us address these two points.

## TECHNOLOGICAL DEVELOPMENT

The progress of integration in MOS technology makes it possible to implement more and more complex chips. The cost of implementing the processor function itself is constantly decreasing. The result is that many of the input/output chips or the peripheral-controller chips used in a system now incorporate a simple processor. This means that most LSI chips in the system are becoming programmable. An interesting conceptual dilemma is now developing. In order to simplify the software design task, as well as to reduce the component count, the new I/O chips now incorporate sophisticated programmable capabilities: many programmed algorithms are now integrated within the chip. However, as a result, the development of programs is complicated by the fact that all these input/output chips are radically different and need to be studied in detail by the programmer! Programming the system is no longer programming the microprocessor alone, but also programming all the other chips attached to it. The learning time for every chip can be significant.

Naturally, this is only an apparent dilemma. If these chips were not available, the complexity of the interface to be realized, as well as of the corresponding programs, would be still greater. The new complexity that is introduced is the need to program more than just a processor,
and to learn the various features of the different chips in a system. However, it is hoped that the techniques and concepts presented in this book will make this a reasonably easy task.

## THE NEXT STEP

You have now learned the basic techniques required to program simple applications on paper. That was the goal of this book. The next step is actual practice for which is no substitute. It is impossible to learn programming completely on paper; experience is required. You should now be in a position to start writing your own programs. It is hoped that this journey will be a pleasant one.

For those who feel they would benefit from the guidance of an additional book, the companion volume to this one in the series is the Z 80 Applications Book (refD380), which presents a range of actual applications which can be executed on a real microcomputer.

## APPENDIX A

## HEXADECIMAL CONVERSION TABLE

| $H E X$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | $A$ | $B$ | $C$ | $D$ | $E$ | $F$ | 00 | 000 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 0 | 0 |
| 1 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 256 | 4096 |
| 2 | 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 | 41 | 42 | 43 | 44 | 45 | 46 | 47 | 512 | 8192 |
| 3 | 48 | 49 | 50 | 51 | 52 | 53 | 54 | 55 | 56 | 57 | 58 | 59 | 60 | 61 | 62 | 63 | 768 | 12288 |
| 4 | 64 | 65 | 66 | 67 | 68 | 69 | 70 | 71 | 72 | 73 | 74 | 75 | 76 | 77 | 78 | 79 | 1024 | 16384 |
| 5 | 80 | 81 | 82 | 83 | 84 | 85 | 86 | 87 | 88 | 89 | 90 | 91 | 92 | 93 | 94 | 95 | 1280 | 20480 |
| 6 | 96 | 97 | 98 | 99 | 100 | 101 | 102 | 103 | 104 | 105 | 106 | 107 | 108 | 109 | 110 | 111 | 1536 | 24576 |
| 7 | 112 | 113 | 114 | 115 | 116 | 117 | 118 | 119 | 120 | 121 | 122 | 123 | 124 | 125 | 126 | 127 | 1792 | 28672 |
| 8 | 128 | 129 | 130 | 131 | 132 | 133 | 134 | 135 | 136 | 137 | 138 | 139 | 140 | 141 | 142 | 143 | 2048 | 32768 |
| 9 | 144 | 145 | 146 | 147 | 148 | 149 | 150 | 151 | 152 | 153 | 154 | 155 | 156 | 157 | 158 | 159 | 2304 | 36864 |
| A | 160 | 161 | 162 | 163 | 164 | 165 | 166 | 167 | 168 | 169 | 170 | 171 | 172 | 173 | 174 | 175 | 2560 | 40960 |
| B | 176 | 177 | 178 | 179 | 180 | 181 | 132 | 183 | 184 | 185 | 186 | 187 | 188 | 189 | 190 | 191 | 2816 | 45056 |
| C | 192 | 193 | 194 | 195 | 196 | 197 | 198 | 199 | 200 | 201 | 202 | 203 | 204 | 205 | 206 | 207 | 3072 | 49152 |
| 0 | 208 | 209 | 210 | 211 | 212 | 213 | 214 | 215 | 216 | 217 | 218 | 219 | 220 | 221 | 222 | 223 | 3328 | 53248 |
| E | 224 | 225 | 226 | 227 | 228 | 229 | 230 | 231 | 232 | 233 | 234 | 235 | 236 | 237 | 238 | 239 | 3584 | 57344 |
| F | 240 | 241 | 242 | 243 | 244 | 245 | 246 | 247 | 248 | 249 | 250 | 251 | 252 | 253 | 254 | 255 | 3840 | 61440 |


| 5 |  | 4 |  | 3 |  | 2 |  | 1 |  | 0 |  |
| :---: | :---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| HEX | DEC | HEX | DEC | HEX | DEC | HEX | DEC | HEX | DEC | HEX | DEC |
| 0 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | $1,048,576$ | 1 | 65,536 | 1 | 4,096 | 1 | 256 | 1 | 16 | 1 | 1 |
| 2 | $2,097,152$ | 2 | 131,072 | 2 | 8,192 | 2 | 512 | 2 | 32 | 2 | 2 |
| 3 | $3,145,728$ | 3 | 196,608 | 3 | 12,288 | 3 | 768 | 3 | 48 | 3 | 3 |
| 4 | $4,194,304$ | 4 | 262,144 | 4 | 16,384 | 4 | 1,024 | 4 | 64 | 4 | 4 |
| 5 | $5,242,880$ | 5 | 327,680 | 5 | 20,480 | 5 | 1,280 | 5 | 80 | 5 | 5 |
| 6 | $6,291,456$ | 6 | 393,216 | 6 | 24,576 | 6 | 1,536 | 6 | 96 | 6 | 6 |
| 7 | $7,340,032$ | 7 | 458,752 | 7 | 28,672 | 7 | 1,792 | 7 | 112 | 7 | 7 |
| 8 | $8,388,608$ | 8 | 524,288 | 8 | 32,768 | 8 | 2,048 | 8 | 128 | 8 | 8 |
| 9 | $9,437,184$ | 9 | 589,824 | 9 | 36,864 | 9 | 2,304 | 9 | 144 | 9 | 9 |
| A | $10,485,760$ | A | 655,360 | A | 40,960 | A | 2,560 | A | 160 | A | 10 |
| B | $11,534,336$ | B | 720,896 | B | 45,056 | B | 2,816 | B | 176 | B | 11 |
| C | $12,582,912$ | C | 786,432 | C | 49,152 | C | 3,072 | C | 192 | C | 12 |
| D | $13,631,488$ | D | 851,968 | D | 53,248 | D | 3,328 | D | 208 | D | 13 |
| E | $14,680,064$ | E | 917,504 | E | 57,344 | E | 3,584 | E | 224 | E | 14 |
| F | $15,728,640$ | F | 983,040 | F | 61,440 | F | 3,840 | F | 240 | F | 15 |

## APPENDIX B

## ASCII CONVERSION TABLE

| HEX | MSD | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LSD | BITS | 000 | 001 | 010 | 011 | 100 | 101 | 110 | 111 |
| 0 | 0000 | NUL | DLE | SPACE | 0 | @ | P | - | p |
| 1 | 0001 | SOH | DC1 | $!$ | 1 | A | Q | a | q |
| 2 | 0010 | STX | DC2 | " | 2 | B | R | $b$ | $r$ |
| 3 | 0011 | ETX | DC3 | \# | 3 | C | S | c | s |
| 4 | 0100 | EOT | DC4 | \$ | 4 | D | T | d | $t$ |
| 5 | 0101 | ENQ | NAK | \% | 5 | E | U | e | u |
| 6 | 0110 | ACK | SYN | \& | 6 | F | V | 1 | v |
| 7 | 0111 | BEL | ETB | , | 7 | G | W | g | w |
| 8 | 1000 | BS | CAN | 1 | 8 | H | $X$ | h | x |
| 9 | 1001 | HT | EM | ) | 9 | 1 | Y | i | y |
| A | 1010 | LF | SUB | - | : | J | Z | j | $z$ |
| B | 1011 | $V T$ | ESC | + | ; | K | [ | k | \{ |
| C | 1100 | FF | FS | , | $<$ | L | 1 | 1 | $\cdots$ |
| D | 1101 | CR | GS | - | $=$ | M | ] | m | \} |
| E | 1110 | SO | RS | - | $>$ | N | $\wedge$ | n | $\sim$ |
| F | 1111 | SI | US | 1 | ? | 0 | $\leftarrow$ | 0 | DEL |

## THE ASCII SYMBOLS

| NLL | - Null |
| :--- | :--- |
| SOH | -Start of Heading |
| STX | -Start of Text |
| ETX | - End of Text |
| EOT | - End of Transmission |
| ENO | - Enquiry |
| ACK | - Acknowledge |
| BEL | - Bell |
| BS | - Backspace |
| HT | -Horizontal Tabulation |
| LF | - Line Feed |
| VT | -Vertical Tabulation |
| FF | -Form Feed |
| CR | -Carriage Return |
| SO | -Shift Out |
| SI | -Shift In |

DLE - Data Link Escape
DC
NAK - Device Control
SYN - Segative Acknowledge
ETB - End of Trans Idile
CAN - Cancel
EM
SUB - End of Medium
ESC

- Escabitute
FS
GS


## APPENDIX C

## RELATIVEBRANCH TABLES

FORWARD RELATIVE BRANCH TABLE

| 150 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | $A$ | $B$ | $C$ | $D$ | $E$ | $F$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $M S D$ |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| 0 | 0 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 |  |
| 2 | 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 | 41 | 42 | 43 | 44 | 45 | 46 | 47 |  |
| 3 | 48 | 49 | 50 | 51 | 52 | 53 | 54 | 55 | 56 | 57 | 58 | 59 | 60 | 61 | 62 | 63 |  |
| 4 | 64 | 65 | 66 | 67 | 68 | 69 | 70 | 71 | 72 | 73 | 74 | 75 | 76 | 77 | 78 | 79 |  |
| 5 | 80 | 81 | 82 | 83 | 84 | 85 | 86 | 87 | 88 | 89 | 90 | 91 | 92 | 93 | 94 | 95 |  |
| 6 | 96 | 97 | 98 | 99 | 100 | 101 | 102 | 103 | 104 | 105 | 106 | 107 | 108 | 109 | 110 | 111 |  |
| 7 | 112 | 113 | 114 | 115 | 116 | 117 | 118 | 119 | 120 | 121 | 122 | 123 | 124 | 125 | 126 | 127 |  |

## BACKWARD RELATIVE BRANCH TABLE

| LSS | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | $A$ | $B$ | $C$ | $D$ | $E$ | $F$ |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| MSD | 128 | 127 | 126 | 125 | 124 | 123 | 122 | 121 | 120 | 119 | 118 | 117 | 116 | 115 | 114 | 113 |
| Q | 112 | 111 | 110 | 109 | 108 | 107 | 106 | 105 | 104 | 103 | 102 | 101 | 100 | 99 | 98 | 97 |
| A | 96 | 95 | 94 | 93 | 92 | 91 | 90 | 89 | 88 | 87 | 86 | 85 | 84 | 83 | 82 | 81 |
| B | 80 | 79 | 78 | 77 | 76 | 75 | 74 | 73 | 72 | 71 | 70 | 69 | 68 | 67 | 66 | 65 |
| C | 64 | 63 | 62 | 61 | 60 | 59 | 58 | 57 | 56 | 55 | 54 | 53 | 52 | 51 | 50 | 49 |
| D | 48 | 47 | 46 | 45 | 44 | 43 | 42 | 41 | 40 | 39 | 38 | 37 | 36 | 35 | 34 | 33 |
| E | 32 | 31 | 30 | 29 | 28 | 27 | 26 | 25 | 24 | 23 | 22 | 21 | 20 | 19 | 18 | 17 |
| F | 16 | 15 | 14 | 13 | 12 | 11 | 10 | 9 | 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 |

## APPENDIX D <br> DECIMAL TO BCD CONVERSION

| DECIMAL | BCD | DEC | BCD | DEC | BCD |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0000 | 10 | 00010000 | 90 | 10010000 |
| 1 | 0001 | 11 | 00010001 | 91 | 10010001 |
| 2 | 0010 | 12 | 00010010 | 92 | 10010010 |
| 3 | 0011 | 13 | 00010011 | 93 | 10010011 |
| 4 | 0100 | 14 | 00010100 | 94 | 10010100 |
| 5 | 0101 | 15 | 00010101 | 95 | 10010101 |
| 6 | 0110 | 16 | 00010110 | 96 | 10010110 |
| 7 | 0111 | 17 | 00010111 | 97 | 10010111 |
| 8 | 1000 | 18 | 00011000 | 98 | 10011000 |
| 9 | 1001 | 19 | 00011001 | 99 | 10011001 |

## APPENDIX E

## Z80 INSTRUCTION CODES

| $\begin{aligned} & \text { OBJ } \\ & \text { CODE } \end{aligned}$ | SOURCE STATEMENT |  |
| :---: | :---: | :---: |
| 8 E | ADC | $A_{\text {c }}(\mathrm{HL})$ |
| D08E05 | $A D C$ | A. $(1) \mathrm{X}+\mathrm{d})$ |
| FD8E05 | $A D C$ | $A,(1 Y+d)$ |
| 8F | $A D C$ | A, A |
| 88 | $A D C$ | A. $\mathrm{B}^{\text {I }}$ |
| 89 | ADC | A, C |
| 8 A | $A D C$ | A. D |
| 8 B | $A D C$ | A.E |
| 8C | ADC | A H |
| 8 D | $A D C$ | $A_{i} \mathrm{~L}$ |
| CE20 | $A D C$ | A, $n$ |
| ED4A | $A D C$ | HL. BC |
| ED5A | ADC | HLDE |
| ED6A | ADC | $\mathrm{HL}, \mathrm{HL}$ |
| ED7A | $A D C$ | HL, SP |
| 86 | ADO | A. HL ) |
| D08605 | ADD | $\mathrm{A}_{1}(1 \mathrm{X}+\mathrm{d})$ |
| FD8605 | ADD | $A,\|i Y+d\|$ |
| 87 | ADD | A A |
| 80 | ADD | A, B |
| 81 | ADO | A.C |
| 82 | ADD | A.D |
| 83 | ADD | A.E |
| 84 | ADD | A.H |
| 85 | ADD | A.L |
| C620 | ADD | A. $n$ |
| 09 | ADD | HL, BC |
| 19 | ADD | HL, DE |
| 29 | ADD | HL.HL |
| 39 | ADD | HL.SP |
| D009 | ADD | 1X.BC |
| DD19 | ADD | $1 \times . D E$ |
| DD29 | ADD | IX.IX |
| DD39 | ADD | IX.SP |
| F009 | ADD | IY, BC |
| FD19 | ADD | IY,DE |
| FD29 | ADD | IY,IY |
| FD39 | ADD | IY.SP |
| A6 | AND | (HL) |
| DDA605 | AND | $(1 X+d)$ |
| FDA605 | AND | (IY+d) |
| A7 | AND | A |
| A0 | AND | B |
| A1 | AND | C |
| A2 | AND | D |
| A3 | AND | E |
| A4 | AND | H |
| A5 | AND | L |


| $\begin{gathered} \text { OBJ } \\ \operatorname{CODE} \end{gathered}$ | SOURCE STATEMENT |  |
| :---: | :---: | :---: |
| E620 | AND | n |
| CB46 | BIT | $0 .(\mathrm{HL})$ |
| DDCB0546 | BIT | $0 .(1 X+d)$ |
| FDCB0546 | BIT | $0 .(1 Y+d)$ |
| CB47. | BIT | 0,A |
| C840 | BIT | $0 . \mathrm{B}$ |
| CB41 | BIT | 0.C |
| CB42 | BIT | O,D |
| CB43 | BIT | $0 . \mathrm{E}$ |
| CB44 | BIT | 0.4 |
| CB45 | BIT | 0.1 |
| CB4E | BIT | 1 (HL) |
| DDCB054E | BIT | 1.(IX+d) |
| FDCB054E | BIT | 1,(1Y+d) |
| CB4F | BIT | $1 . \mathrm{A}$ |
| CB48 | BIT | 1.8 |
| CB49 | BIT | 1.C |
| CB4A | BIT | 1.D |
| CB4B | BIT | 1.E |
| CB4C | BIT | $1 . \mathrm{H}$ |
| CB4D | BIT | 1.L |
| CB56 | BIT | 2 ( HL ) |
| DDCB0556 | BIT | 2.(1X $\mathrm{C}+\mathrm{d}$ ) |
| FDCB0556 | BIT | 2, $11 \mathrm{Y}+\mathrm{d}$ ) |
| CB57 | BIT | $2 . A$ |
| CB50 | BIT | $2 . \mathrm{B}$ |
| CB51 | BIT | 2.C |
| C852 | BIT | 2, D |
| C853 | BIT | 2,E |
| CB54 | BIT | 2.4 |
| CB55 | BIT | 2.L |
| CB5E | BIT | 3. HL ) |
| DDCB055E | BIT | $3 .(1 X+d)$ |
| FDCB055E | BIT | $3.11 Y+d)$ |
| CB5F | BIT | $3 . \mathrm{A}$ |
| CB58 | BIT | 3.8 |
| C859 | BIT | $3 . \mathrm{C}$ |
| CB5A | BIT | 3.D |
| CB5B | BIT | 3 E |
| CB5C | BIT | 3, H |
| CB5D | BIT | 3.1 |
| CB66 | BIT | 4. HL ) |
| DOCB0566 | BIT | 4. $(1 \mathrm{X}+\mathrm{d})$ |
| FDCB0566 | BIT | $4 .(1 \mathrm{Y}+\mathrm{d})$ |
| CB67 | BIT | 4, A |
| C860 | BIT | 4,8 |
| CB61 | BIT | 4.C |
| C862 | BIT | 4.0 |


| $\begin{gathered} \text { OBJ } \\ \text { CODE } \end{gathered}$ | SOURCE STATEMENT |  |
| :---: | :---: | :---: |
| CB63 | BIT | $4 . E$ |
| CB64 | BIT | 4, H |
| CB65 | BIT | 4, L |
| CB6E | BIT | $5 .(\mathrm{HL})$ |
| DDCB056E | BIT | $5,(1 X+d)$ |
| FDCB056E | BIT | $5 .(1 Y+d)$ |
| CB6F | BIT | 5.A |
| CB68 | BIT | 5, B |
| CB69 | BIT | 5.C |
| C86A | BIT | 5, D |
| C86B | BIT | 5.E |
| CB6C | BIT | 5, H |
| CB6D | BIT | 5, L |
| CB76 | BIT | 6.(HL) |
| DDCB0576 | BIT | $6 .(1 X+d)$ |
| FDCB0576 | BIT | $6 .(1 Y+d)$ |
| CB77 | BIT | 6.A |
| CB70 | BIT | $6 . \mathrm{B}$ |
| CB71 | BIT | 6.C |
| CB72 | BIT | 6.0 |
| C873 | BIT | 6.E |
| CB74 | BIT | $6 . \mathrm{H}$ |
| CB75 | BIT | 6, L |
| CB7E | BIT | 7.(HL) |
| DDCB057E | BIT | $7 .(1 X+d)$ |
| FDCB057E | BIT | $7 .(1 Y+d)$ |
| CB7F | BIT | $7 . \mathrm{A}$ |
| CB78 | BIT | 7, ${ }^{\text {7 }}$ |
| CB79 | BIT | 7.C |
| CB7A | BIT | 7.D |
| CB7B | BIT | 7 E |
| CB7C | BIT | $7 . \mathrm{H}$ |
| CB70 | BIT | 7.L |
| DC8405 | CALL | C,nn |
| FC8405 | CALL | M, nn |
| D48405 | CALL | NC.nn |
| C48405 | CALL | $N Z_{\text {, }} \mathrm{nn}$ |
| F48405 | CALL | P.mn |
| EC8405 | CALL | PE,nn |
| E48405 | CALL | PO,nn |
| CC8405 | call | Z.nn |
| CD8405 | CALL | nn |
| 3 F | CCF |  |
| BE | CP | (HL) |
| DDBE05 | CP | $(1 X+d)$ |
| FDBE05 | CP | $(1 Y+d)$ |
| BF | CP | A |
| B8 | CP | B |
| B9 | CP | C |
| BA | CP | D |
| BB | CP | E |
| BC | CP | H |
| BD | CP | L |
| FE20 | CP CPD | 0 |
| EDB9 | CPDR |  |


| $\begin{gathered} \text { OBJ } \\ \text { CODE } \end{gathered}$ | SOURCE STATEMENT |  |
| :---: | :---: | :---: |
| EDB1 | CPIR |  |
| EDA1 | CP1 |  |
| 2 F | CPL |  |
| 27 | DAA |  |
| 35 | DEC | (HL) |
| D03505 | DEC | (IX+d) |
| FD3505 | DEC | $(1)+d)$ |
| 3D | DEC | A |
| 05 | DEC | B |
| OB | DEC | BC |
| OD | DEC | C |
| 15 | DEC | D |
| 1B | DEC | DE |
| 10 | DEC | E |
| 25 | DEC | H |
| 2B | DEC | HL |
| DD2B | DEC | IX |
| FD2B | DEC | IY |
| 2 D | DEC | L |
| $\begin{aligned} & 3 \mathrm{~B} \\ & \mathrm{~F} 3 \end{aligned}$ | $\begin{aligned} & \text { DEC } \\ & \text { DI } \end{aligned}$ | SP |
| 102E | DJNZ | e |
| FB | EI |  |
| E3 | EX | (SP).HL |
| DDE3 | EX | (SP), 1X |
| FDE3 | EX | (SP)IY |
| 08 | EX | AF.AF' |
| EB | EX | DE.HL |
| D9 | EXX |  |
| 76 | HALT |  |
| E046 | IM | 0 |
| E056 | M | 1 |
| ED5E | IM | 2 |
| ED78 | IN | A, (C) |
| E040 | IN | 8.(C) |
| E048 | IN | C. (C) |
| ED50 | IN | D, (C) |
| ED58 | IN | E, (C) |
| ED60 | IN | H. (c) |
| ED68 | IN | L. (C) |
| 34 | INC | ( HL ) |
| DD3405 | INC | ( $1 \mathrm{X}+\mathrm{d}$ ) |
| FD3405 | INC | $(1 Y+d)$ |
| 3 C | INC | A |
| 04 | INC | B |
| 03 | INC | BC |
| OC | INC | C |
| 14 | INC | D |
| 13 | INC | DE |
| 1 C | INC | E |
| 24 | INC | H |
| 23 | INC | HL |
| DD23 | INC | IX |
| FD23 | INC | IY |
| 2 C | INC | L |
| 33 | INC | SP |
| D820 | IN | A. $(n)$ |


| $\begin{aligned} & \text { OBJ } \\ & \text { CODE } \end{aligned}$ | $\begin{aligned} & \text { SOURCE } \\ & \text { STATEMENT } \end{aligned}$ |  | $\begin{gathered} \text { OBJ } \\ \text { CODE } \end{gathered}$ | SOURCE STATEMENT |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| EDAA | IND |  | DD7E05 | LD | A, $\\|1 \mathrm{X}+\mathrm{d}\\|$ |
| EDBA | IND |  | FD7E05 | LD | A. $(1 \mathrm{Y}+\mathrm{d})$ |
| EDA2 | INI |  | 348405 | LD | A, (nn) |
| EDB2 | INIP |  | 7 F | LD | A.A |
| C38405 | JP | nn | 78 | LO | A, B |
| E9 | JP | (HL) | 79 | LD | A.C |
| DDE9 | JP | (IX) | 7A | LD | A.D |
| FDE9 | JP | [IY! | 7 B | LD | A, E |
| DA8405 | JP | C,nn | 7 C | LD | A, H |
| FA8405 | JP | M,nn | ED57 | LD | A. |
| D28405 | JP | NC.nn | 70 | LD | A, L |
| C28405 | JP | NZ :m | 3E20 | LD | A.n |
| F28405 | JP | P ¢n | ED5F | LD | A, R |
| EA8405 | JP | PE,nn | 46 | LD | B. $(\mathrm{HL})$ |
| E28405 | JP | PO,nn | D04605 | LD | B. (IX +d$)$ |
| CA8405 | JP | Z,nn | FD4605 | LD | $B,(1 Y+d)$ |
| 382E | JR | C.e | 47 | LD | B, A |
| 302E | JR | NC.e | 40 | LD | B, B |
| 202E | JR | NZ.e | 41 | LD | B.C |
| 282E | JR | Z, e | 42 | LD | B.D |
| 182E | JR | e 1 , 6 | 43 | LD | B.E |
| 02 | LD | 10C).A | 44 | LD | B. H |
| 12 | LD | (DE), A | 45 | LD | B,L |
| 77 | LD | (HL)A | 0620 | LD | B, ${ }^{\text {n }}$ |
| 70 | LD | (HL).B | ED4B8405 | LD | BC. $(\mathrm{nn})$ |
| 71 | LD | (HL), C | 018405 | LD | BC,nn |
| 72 | LD | (HL), D | 4E | LD | C. ( HL ) |
| 73 | LO | (HL).E | DO4E05 | LD | c, (1X+d) |
| 74 | LD | (HL). H | FD4E05 | LD | $C,(1 Y+d)$ |
| 75 | LD | (HL).L | 4F | LD | C. $A$ |
| 3620 | LU | (HL).n | 48 | LD | C. B |
| 007705 | L. | (1) $\mathrm{X}+\mathrm{d}$ ). A | 49 | LD | C, C |
| D07005 | LD | $(1) \times d), B$ | 4 A | LD | C, D |
| DD7105 | LD | $(1 X+d) . C$ | 4 B | LD | C.E |
| DD7205 | LD | $(1 X+d) . D$ | 4 C | LD | C. H |
| DD7305 | LD | $(i X+d) . E$ | 40 | LD | C.L |
| DD7405 | LD | $(1 X+d), H$ | OE20 | LD | C.n |
| D07505 | LD | $(1 X+d) . L$ | 56 | LD | D. (HL) |
| DD360520 | LD | $(1 X+d), n$ | D05605 | LD | D. $(1) \mathrm{X}+\mathrm{d})$ |
| FD7705 | LD | $(1 Y+d), A$ | F05605 | LO | D, ( $(1 Y+d)$ |
| FD7005 | LO | $(1 Y+d), B$ | 57 | LO | D.A |
| FD7105 | LD | $(1 Y+d) C$ | 50 | LD | D,B |
| FD7205 | LD | $(1 Y+d), D$ | 51 | LD | D.C |
| FD7305 | 2 D | $(1 Y+d) . E$ | 52 | LD | D.D |
| FD7405 | LD | $(1 Y+d), H$ | 53 | LD | D.E |
| FD7505 | LD | $(1 Y+d), L$ | 54 | LD | D. H |
| FD360520 | LD | $(1 Y+d) n$ | 55 | LD | D.L |
| 328405 | LD | $(\mathrm{nn}), \mathrm{A}$ | 1620 | LD | D, n |
| ED438405 | LD | (nn), BC | ED5B8405 | LD | DE ( nn ) |
| ED538405 | LD | ( n ), DE | 118405 | LD | DE,nn |
| 228405 | LD | $(\mathrm{nn})$ HL | 5 E | LD | E, (HL) |
| DD228405 | LD | (ma), IX | DO5E05 | LD | E, (IX+d) |
| FD228405 | LD | (m) IT | FD5E05 | LD | E. $(1 Y+d)$ |
| ED738405 | LD | ( nn ), SP | 57 | LD | E.A |
| OA | LD | A, (BC) | 58 | Lo | E, B |
| 1A | LD | A, (DE) | 59 | LD | E.C |
| 7 E | LD | A.(HL) | 5A | LD | E, D |


| $\begin{gathered} \text { OBJ } \\ \text { CODE } \end{gathered}$ | SOURCE STATEMENT |  |
| :---: | :---: | :---: |
| $5 B$ | LD | E, E |
| 5 C | LD | E.H |
| 50 | LD | E,L |
| 1E20 | LD | E, $n$ |
| 66 | LD | H. (HL) |
| DD6605 | LD | $H_{1}(1 X+d)$ |
| FD6605 | LD | $H,(1 Y+d)$ |
| 67 | LD | H, A |
| $\begin{aligned} & 60 \\ & 61 \end{aligned}$ | $\begin{aligned} & \angle D \\ & \mathrm{LD} \end{aligned}$ | $\begin{aligned} & \mathrm{H} . \mathrm{B} \\ & \mathrm{HC} \end{aligned}$ |
| 62 | LD | H.D |
| $\begin{aligned} & 63 \\ & 64 \end{aligned}$ | $\begin{aligned} & \mathrm{LD} \\ & \mathrm{LD} \end{aligned}$ | $\begin{aligned} & H . E \\ & H . H \end{aligned}$ |
| 65 | LD | H.L |
| 2620 | LD | H n |
| 248405 | LD | HL. (nn) |
| 218405 | LD | HL, n n |
| ED47 | LD | I, A |
| DD2A8405 | LO | $\mid X,(n n)$ |
| DD218405 | LD | $1 \times n n$ |
| FD2A8405 | LD | IY, $(\mathrm{mn})$ |
| FD218405 | LD | IY, nn |
| 6 E | LO | L. (HL) |
| DD6E05 | LD | L. (IX $X+d)$ |
| FD6E05 | LD | $L,(1 Y+d)$ |
| $6 F$ 68 | $\begin{aligned} & \mathrm{LD} \\ & \mathrm{LD} \end{aligned}$ | $\begin{aligned} & \text { L.A } \\ & \text { L.B } \end{aligned}$ |
| 69 | LD | L, C |
| 6 6 | LD | L.D |
| 6 B | LD | L.E |
| 6C | LD | L.H |
| 6D | LD | L. L |
| 2E20 | LD | L. $n$ |
| ED4F | LD | R.A |
| ED7B8405 | LD | SP.(nn) |
| F9 | LD | SP,HL |
| DDF9 | LD | SP.IX |
| FDF9 | LD | SP.IY |
| 318405 | LD | SP, nn |
| EDA8 | LDD |  |
| EDB8 | LDDR |  |
| EDAO | LDI |  |
| EDBO | LDIR |  |
| ED44 | NEG |  |
| 00 | NOP |  |
| B6 | OR | (HL) |
| DDB605 | OR | $(1 X+d)$ |
| FDB605 | OR | $(1) Y+d)$ |
| B7 | On | A |
| B0 | OR | B |
| B1 | OR | C |
| B2 | OR | D |
| B3 | OR | $E$ |
| 84 | OR | H |
| B5 | OR | L |
| F620 | OR | $n$ |
| ED8B | OTDR |  |


| $\begin{gathered} \text { OBJ } \\ \text { CODE } \end{gathered}$ | SOURCE STATEMENT |  |
| :---: | :---: | :---: |
| EDB3 | OTIR |  |
| ED79 | OUT | (C), A |
| ED41 | OUT | (C), B |
| ED49 | OUT | (C), C |
| ED51 | OUT | (C) , D |
| ED59 | OUT | (C), E |
| E061 | OUT | $(\mathrm{Cl}, \mathrm{H}$ |
| ED69 | OUT | (C), L |
| D320 | OUT | (n), A |
| EDAB | OUTD |  |
| EDA3 | OUTE |  |
| F1 | POP | AF |
| C1 | POP | BC |
| D1 | POP | DE |
| E1 | POP | HL |
| DDE1 | POP | IX |
| FDE 1 | POP | IV |
| F5 | PUSH | AF |
| C5 | PUSH | BC |
| D5 | PUSH | DE |
| E5 | PUSH | HL |
| ODE5 | PUSH | $1 \times$ |
| FDE5 | PUSH | 1 Y |
| CB86 | RES | $0,(\mathrm{HL})$ |
| DDCB0586 | RES | $0,(1 X+d)$ |
| FDCB0586 | RES | $0 .(1 Y+d)$ |
| CB87 | RES | O.A |
| CB80 | RES | $0 . \mathrm{B}$ |
| CB81 | RES | O.C |
| CB82 | RES | 0.0 |
| C883 | RES | O.E |
| CB84 | RES | $0 . H$ |
| CB85 | RES | O,L |
| CB8E | RES | 1, (HL) |
| DDCB058E | RES | $1 .(1 X+d)$ |
| FDCBO58E | RES | $1 .(1 Y+a)$ |
| CB8F | RES | 1, A |
| CB88 | RES | 1,B |
| CB89 | RES | 1.C |
| CB8A | RES | 1.0 |
| CB8B | RES | 1, E |
| CB8C | RES | 1.H |
| CB8D | RES | 1, |
| CB96 | RES | 2.(HL) |
| DDCB0596 | RES | 2, (1) $\mathrm{X}+\mathrm{d})$ |
| FDCB0596 | RES | $2(1 Y+d)$ |
| CB97 | RES | 2,A |
| CB90 | RES | 2, B |
| CB91 | RES | 2.C |
| CB92 | RES | 2.0 |
| CB93 | RES | 2,E |
| CB94 | RES | 2,H |
| CB95 | RES | 2, L |
| CB9E | RES | 3,(HL) |
| DDCB059E | RES | $3,(1 X+d)$ |
| FDCB059E | RES | $3,(1 Y+d)$ |


| $\begin{gathered} \text { OBJ } \\ \text { CODE } \end{gathered}$ | SOURCE STATEMENT |  |
| :---: | :---: | :---: |
| CB9F | RES | 3.A |
| C898 | RES | 3.8 |
| C899 | RES | $3 . C$ |
| CB9A | RES | $3 . \mathrm{D}$ |
| C898 | RES | 3.E |
| св9С | RES | 3, H |
| CB9D | RES | 3.L |
| CBA6 | RES | 4. $\mathrm{HLL}^{\text {( }}$ |
| DDCB05A6 | RES | 4.(1X+d) |
| FDCB05A6 | RES | $4.11 \mathrm{Y}+\mathrm{d})$ |
| CBA7 | RES | 4.A |
| cbad | RES | 4, B |
| CBA1 | RES | 4.C |
| CBA2 | fes | 4.0 |
| DBA3 | RES | 4.E |
| CBA4 | RES | $4 . \mathrm{H}$ |
| CBA5 | RES | 4,L |
| CBAE | RES | 5.(HL) |
| dDCB05AE | RES | 5, (1) $\mathrm{X}+\mathrm{d})$ |
| FDCB05AE | RES | $5,(1 Y+d)$ |
| CBAF | RES | 5.A |
| CBAB | RES | 5, ${ }^{\text {c }}$ |
| CBA9 | RES | 5.C |
| CBAA | RES | 5.0 |
| CBAB | RES | 5.E |
| CBAC | RES | 5, H |
| CBAD | RES | 5, L |
| CBB6 | RES | 6.(HL) |
| DDCB05B6 | RES | $6,11 \mathrm{X}+\mathrm{d})$ |
| FDCB05B6 | RES | $6 .(1 Y+d)$ |
| CBB7 | RES | 6.A |
| CB80 | RES | 6.8 |
| CBB1 | RES | 6.C |
| CB82 | RES | 6, 0 |
| CBB3 | RES | 6.E |
| CBB4 | RES | 6. H |
| CBB5 | RES | 6.L |
| cbbe | RES | 7.(HL) |
| DDCB05BE | RES | 7.(1X+d) |
| FDCB058E | RES | $7 .(1 Y+d)$ |
| CBBF | RES | 7.A |
| CBB8 | RES | 7.8 |
| cbig | RES | 7.C |
| CBBA | RES | 7.0 |
| CBBB | RES | $7 . \mathrm{E}$ |
| CBBC | RES | 7, H |
| CBBD | RES | 7.1 |
| C9 | RET |  |
| D8 | RET | c |
| F8 | RET | M |
| D0 | RET | NC |
| CO | RET | NZ |
| FO | RET | P |
| E8 | RET | PE |
| EO | RET | P0 |
| C8 | RET | z |


| $\begin{gathered} \text { OBJ } \\ \text { CODE } \end{gathered}$ | SOURCE STATEMENT |  |
| :---: | :---: | :---: |
| ED40 | RETI |  |
| ED45 | RETN |  |
| CB16 | RL | (HL) |
| DDCB0516 | RL | ( $1 \mathrm{X}+\mathrm{d}$ ) |
| FDCB0516 | RL | $(1 \mathrm{Y}+\mathrm{d})$ |
| CB17 | RL | A |
| CB10 | RL | B |
| CB11 | RL | C |
| CB12 | RL | D |
| CB13 | RL | E |
| CB14 | RL | H |
| CB15 | RL | L |
| 17 | RLA |  |
| CB06 | RLC | ( HL L ) |
| DDCB0506 | RLC | (1) $\mathrm{X}+\mathrm{d}$ ) |
| FDCB0506 | RLC | $(1 Y+d)$ |
| CB07 | RLC | A |
| своо | RLC | B |
| CB01 | RLC | C |
| CB02 | RLC | D |
| CBO3 | RLC | $E$ |
| CB04 | RLC | H |
| C805 | RLC | L. |
| 07 | RLCA |  |
| ED6F | RLD |  |
| Cbie | RA | ( HL ) |
| docbosie | RR | (IX+d) |
| FDCB051E | RR | (IY+d) |
| CB1F | RR | A |
| CB18 | RR | B |
| CB19 | RR | C |
| CB1A | RR | D |
| CB1B | RR | E |
| CB1C | RR | H |
| CB1D | RR | L |
| 1 F | RRA |  |
| CBOE | RRC | (HL) |
| DDCB050E | RRC | (1) $\mathrm{X}+\mathrm{d}$ ) |
| FDCB050E | RRC | (IY $\mathrm{Y}+\mathrm{d}$ ) |
| CBOF | RRC | A |
| C808 | RRC | B |
| CB09 | RRC | C |
| CBOA | RRC | D |
| CBOB | RRC | $E$ |
| CEOC | RRC | H |
| $\begin{aligned} & \text { CBOD } \\ & \text { OF } \end{aligned}$ | $\begin{aligned} & \text { RRC } \\ & \text { RRCA } \end{aligned}$ | L |
| ED67 | RRD |  |
| C7 | RST | OOH |
| CF | RST | 08H |
| D7 | RST | 10 H |
| DF | RST | 18H |
| E7 | RST | 20 H |
| EF | RST | 28 H |
| F7 | RST | 30 H |
| FF | RST | 38 H |
| DE20 | SBC | A, ${ }^{\text {n }}$ |


| $\begin{gathered} \text { OBJ } \\ \text { CODE } \end{gathered}$ | SOURCE STATEMENT |  |
| :---: | :---: | :---: |
| 9 E | SBC | A, (HL) |
| DD9E05 | SBC | A. (1X+d) |
| FD9E05 | SBC | $\mathrm{A},\|\|\gamma+\mathrm{d}\|$ |
| 9 F | SBC | A,A |
| 98 | SBC | A, B |
| 99 | SBC | A, C |
| 9A | SBC | A, D |
| 9 B | SBC | A.E |
| 9C | SBC | A, H |
| 90 | SBC | A, L |
| ED42 | SBC | HL, BC |
| ED52 | SBC | HL, DE |
| ED62 | SBC | HL, HL |
| ED72 | SBC | HL.SP |
| 37 | SCF |  |
| CBC6 | SET | $0 .(\mathrm{HL})$ |
| DDCB05C6 | SET | $0 .(1 X+d)$ |
| FDCB05C6 | SET | $0,(1 Y+d)$ |
| CBC7 | SET | O.A |
| CBCO | SET | O.B |
| CBC1 | SET | O.C |
| CBC2 | SET | 0.0 |
| CBC3 | SET | O,E |
| CBC4 | SET | $\mathrm{O}, \mathrm{H}$ |
| CBC5 | SET | $0 . \mathrm{L}$ |
| CbCE | SET | 1.(HL) |
| DDCBO5CE | SET | 1,(IX+d) |
| FDCB05CE | SET | $1 .(1 Y+d)$ |
| CBCF | SET | 1, A |
| CBC8 | SET | 1.8 |
| CBC9 | SET | 1.C |
| CBCA | SET | 1.D |
| CBCB | SET | 1, E |
| CBCC | SET | $1 . \mathrm{H}$ |
| CBCD | SET | 1.L |
| CBD6 | SET | $2.1 \mathrm{HL})$ |
| D0CB0506 | SET | 2, (1X+d) |
| FDCB0506 | SET | $2 .(1 \mathrm{Y}+\mathrm{d})$ |
| C8D7 | SET | 2,A |
| CBDO | SET | 2.8 |
| CBD1 | SET | 2, C |
| CBD2 | SET | $2 . \mathrm{D}$ |
| CBD3 | SET | 2,E |
| CED4 | SET | $2 . \mathrm{H}$ |
| CBD5 | SET | 2.L |
| CBD8 | SET | 3.8 |
| CBDE | SET | 3. HL ) |
| DDCB05DE | SET | $3 .(1 X+d)$ |
| FDCB05DE | SET | $3 .(1 Y+d)$ |
| CBDF | SET | 3, A |
| CBD9 | SET | 3 C |
| CBDA | SET | 3.0 |
| CBDB | SET | 3, E |
| cbic | SET | $3 . \mathrm{H}$ |
| CBDO | SET | 3, L |
| CBE6 | SET | 4, (HL) |


| $\begin{gathered} \text { OBJ } \\ \text { CODE } \end{gathered}$ | SOURCE STATEMENT |  |
| :---: | :---: | :---: |
| DDCB05E6 | SET | $4,(1 x+d)$ |
| FDCB05E6 | SET | $4,(1 Y+d)$ |
| CBE7 | SET | 4.A |
| CBEO | SET | 4.B |
| CBE1 | SET | 4.C |
| CBE2 | SET | 4.D |
| CBE3 | SET | 4, E |
| CBE4 | SET | 4, H |
| CBE5 | SET | 4.L |
| CBEE | SET | 5.(HL) |
| DDCB05EE | SET | $5 .(1 \mathrm{X}+\mathrm{d})$ |
| FDCB05EE | SET | $5 .(1 \mathrm{Y}+\mathrm{d})$ |
| CBEF | SET | 5.A |
| CBE8 | SET | 5, B |
| CBE9 | SET | 5.C |
| CBEA | SET | 5, D |
| CBEB | SET | 5, E |
| CBEC | SET | 5, H |
| CBED | SET | 5.L |
| CBF6 | SET | 6.(HL) |
| DDCB05F6 | SET | $6,(1 X+d)$ |
| FDCB05F6 | SET | $6 .(1 Y+d)$ |
| CBF7 | SET | 6. A |
| CBFO | SET | 6,8 |
| CBF1 | SET | 6,C |
| CBF2 | SET | 6.0 |
| CBF3 | SET | 6.E |
| CBF4 | SET | 6, H |
| CBF5 | SET | 6, L |
| CBFE | SET | $7 .(\mathrm{HL})$ |
| DDCB05FE | SET | 7,(1X+d) |
| FDCB05FE | SET | $7 .(1 \mathrm{Y}+\mathrm{d})$ |
| CBFF | SET | 7, A |
| CBF8 | SET | 7.8 |
| CBF9 | SET | 7.C |
| CBFA | SET | 7 D |
| CBFB | SET | 7 7. |
| CBFC | SET | 7, H |
| CBFD | SET | $7 . \mathrm{L}$ |
| CB26 | SLA | (HL) |
| DDCB0526 | SLA | ( $1 \mathrm{X}+\mathrm{d}$ ) |
| FDCB0526 | SLA | $(1 Y+d)$ |
| C827 | SLA | A |
| C820 | SLA | B |
| CB21 | SLA | C |
| C822 | SLA | D |
| CB23 | SLA | E |
| CB24 | SLA | H |
| CB25 | SLA | L |
| CB2E | SRA | (HL) |
| DDCB052E | SRA | ( $1 \mathrm{X}+\mathrm{d}$ ) |
| FDCB052E | SRA | ( $1 Y+d$ ) |
| C82F | SRA | A |
| CB28 | SRA | B |
| CB29 | SRA | C |
| CB2A | SRA | 0 |

PROGRAMMING THE Z80

| $\begin{gathered} \text { OBJ } \\ \text { CODE } \end{gathered}$ | $\begin{aligned} & \text { SOURCE } \\ & \text { STATEMENT } \end{aligned}$ |  |
| :---: | :---: | :---: |
| CB2B | SRA | E |
| CB2C | SRA | H |
| CB20 | SRA | L |
| Cb3E | SRL | ( HL . $)$ |
| DDCB053E | SRL | ( $1 \mathrm{X}+\mathrm{d}$ ) |
| FDCB053E | SRL | (1Y+d) |
| CB3F | SRL | A |
| CB38 | SRL | B |
| CB39 | SRL | c |
| CB3A | SRL | D |
| C83B | SRL | E |
| CB3C | SRL | H |
| CB3D | SRL | L |
| 96 | SUB | (HL) |
| D09605 | SUB | $(1 X+d)$ |
| FD9605 | SUB | $(1 Y+d)$ |
| 97 | SUB | A |
| 90 | SUB | B |
| 91 | SUB | C |
| 92 | SUB | D |
| 93 | SUB | E |
| 94 | SUB | H |
| 95 | SUB | L |
| D620 | SUB | n |
| AE | $\times$ ¢ | (HL) |
| DDAE05 | XOA | (IX+d) |
| FDAE05 | XOR | $(1 Y+d)$ |
| AF | XOR | A |
| A8 | XOR | B |
| A9 | $\times \mathrm{OR}$ | c |
| AA | XOR | D |
| $A B$ | XOR | E |
| $A C$ | XOR | H |
| AD | XOR | L |
| EE20 | XOR | n |

(Courtesy of Zilog Inc.)

## APPENDIX F

## Z80 to 8080 EQUIVALENCE

| Z80 | 8080 | Z80 | 8080 | 280 | 8080 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ADCA. (HL) | ADCM | EX (SP), HL | XTHL | ORn | ORI[B2] |
| ADCA, $n$ | ACl [B2] | HALT | Hit | OR : | ORA. |
| ADC A, r | ADC r | INA. (n) | $1 \mathrm{~N}\|\mathrm{~B} 2\|$ | OR ( HL ) | ORAM |
| ADD A, ( HL ) | ADD M | INCBC | INXB | OUT (n), A | OUT [B2] |
| ADD A, $n$ | $A D 1[B 2]$ | INCDE | INXD | POP AF | POP PSW |
| ADO A, r | ADD r | INCHL | INXH | POPBC | POPB |
| ADD HL, BC | DADB | INC: | INR : | POPDE | POPD |
| ADD HL, DE | DAD D | INC SP | INX SP | POP HL | POPH |
| ADD HL, HL | DADH | INC( HL ) | INRM | PUSH AF | PUSH PSW |
| ADD HL, SP | DAD SP | JPC $\mathrm{S}_{\text {n }}$ | $J C[B 2][B 3]$ | PUSH BC | PUSH B |
| AND $n$ | ANI [B2] | JPM, nn | JM [B2][B3] | PUSH DE | PUSHD |
| AND : | ANA r | JPNC, $n$ | JNC [B2] [B3] | PUSH HL | PUSHH |
| AND (HL) | ANAM | JP nn | JMP [B2][B3] | RET | RET |
| CALLC, n n | $\mathrm{CC}[\mathrm{B2]}$ [B3] | JPNZ, \%n | JNZ [B2][B3] | RET C | RC |
| CAll M, mn | $C M[B 2][B 3]$ | JP P, nn | $J P[B 2][83]$ | RETM | RM |
| CALI NC. nn | CNC[82] [B3] | JPPE, $\frac{1}{}$ | JPE [B2][B3] | RET NC | RNC |
| CAll $n$ n | CAll | JPPO. | JPO [82][83] | RET NZ | RNZ |
| CALL NZ, min | CNZ [B2][B3] | JPZ, n | $J Z[82]$ [B3] | RET P | RP |
| CALLPran | CP [82] [B3] | $\mathrm{JP}(\mathrm{H}$ ) | PCHL | RET PE | RPE |
| CALLPE, mo | CPE [B2] [B3] | LDA, (DE) | LDAX | RETPO | RPO |
| CALLPO. $n$ n | CPO[B2][83] | LDA, (nn) | LDA [B2][B3] | RET Z | RZ |
| CALIZ, $n$ n | CZ [B2][B3] | LD DE, nn | [XID, [B2] [B3] | RLA | RAL |
| CCF | CMC | LD SP: n n | [X1 SP, [B2] [B3] | RICA | RLC |
| $\mathrm{CP}^{\text {r }}$ | CMP : | LD (BC). A | STAX B | RRA | RAR |
| $\mathrm{CP}(\mathrm{HL})$ | CMPM | LD (DE), A | STAXD | RRCA | RRC |
| CPL | CMA | LD (HL). r | MOVM, r | RSTP | RST ${ }^{\text {P }}$ |
| $\mathrm{CP}_{\mathrm{C}}$ | CP1 [B2] | LD (nn), A | STA [B2] [B3] | SBC A, (HL) | SBB M |
| DAA | DAA | LD (nn), HL | SHLD [B2][B3] | SBC A, $n$ | SB1 [B2] |
| DECBC | DCXB | LDA, (BC) | LDAX B | SBC A, r | SBB : |
| DECDE | DCXD | LDBC, nn | [ $\mathrm{X} 1 \mathrm{~B}, \mathrm{~B} 2$ ] [B3] | SCF | STC |
| DECHL | DCXH | LD HL, (nn) | LHLD [B2] [83] | SUB $n$ | SUl [B2] |
| DEC r | DCR f | LDHL, nn | LXIH [B2][B3] | SUBr | SUB : |
| DECSP | DCX SP | LD r, ( HC ) | MOV I, M | SUB (HL) | SUB $M$ |
| DEC ( HL ) | DCRM | LDr, $n$ | MV1 r, [B2] | XOR $n$ | $X R 1$ [B2] |
| DI | DI | LDr, ${ }^{3}$ | MOV-1, 2 | XOR ${ }_{\text {r }}$ | XRA |
| Ei | E! | LDSP, HL | SPHL | XOR (HL) | XRA M |
| EXDE. HL | XCHG | NOP | NOP |  |  |

## APPENDIX G

## 8080 to Z80 EQUIVALENCE

| 8080 | 280 | 8080 | Z80 | 8080 | 280 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{ACl}[\mathrm{B} 2]$ | ADC A , $n$ | IN [B2] | INA, (n) | POPH | POPHL |
| ADCM | $A D C A,(H L)$ | INRM | [ $\mathrm{NC}(\mathrm{HL}$ ) | POP PSW | POPAF |
| $A D C$ r | ADCA, r | INR r | INC, | PUSH B | PUSH BC |
| ADD M | ADD A, (HL) | INX B | INC BC | PUSH D | PUSH DE |
| ADD r | ADD A, \% | INXD | INCDE | PUSH H | PUSH HL |
| ADI [B2] | ADDA, 0 | INXH | INCHL | PUSH PSW | PUSHAF |
| ANAM | AND ( HL ) | INX SP | INC SP | RAL | RLA |
| ANA ${ }^{\text {a }}$ | AND: | JC [B2][B3] | JPC, $n$ n | RAR | RRA |
| ANI 182$]$ | AND $n$ | JM [B2][B3] | JPM, пn | RC | RETC |
| CALL | Call $n$ n |  | ${ }^{\text {JPan }}$ | RET | RET |
| $\mathrm{CC}[\mathrm{B2]}$ [B3] | CALLC, n ( | JNC [ $\mathrm{B}^{\text {2 }}$ [ $[83]$ | JPNC, $n$ n | ${ }^{\text {RLC }}$ | RICA |
| $\mathrm{CM}[\mathrm{B} 2][\mathrm{B}]$ | CALLM, nn | JNZ [ $\mathrm{B}^{\text {2 }}$ [ $\mathrm{B}^{(83)}$ | JP NZ, $n$ n | RM | RETM |
| CMA | CPL | JP [ $\left.\mathrm{B} 21^{[8} \mathrm{B} 3\right]$ | JPP, mn | RNC | RET NC |
| CMC | CCF | JPE [ B 2$\left.]^{\text {[ }} \mathrm{B} 3\right]$ | JPPE, n \% | RNZ | RETNZ |
| CMPM | CP ( H ) | JPO [ $\left.\mathrm{B}_{2}\right]_{[83]}$ | JPPP, n \% | RP | RETP |
| CMP: | CPr | $J Z[B 2][B 3]$ | JP Z , n \% | RPE | RETPE |
| $\mathrm{CNC}[\mathrm{B2}][\mathrm{B3}]$ | callinc, nn | LDA [B2] [83] | LDA. (nn) | RPO | RET PO |
| CNZ [B2][B3] | CALLNZ, n n | LDAXB | IDA, (BC) | RRC | RRCA |
| $\mathrm{CP}[\mathrm{B} 2][\mathrm{B} 3]$ | Call P, min | IDAX ${ }^{\text {d }}$ | LDA. (DE) | RST | RST P |
| CPE [B2] [B3] | CALLPE, in | LHLD [B2][B3] | LDHL, (nn) | RZ | RET Z |
| CP1 [82] | CPn | LX1B [B2][B3] | LDBC. $n$ m | SB8M | SBCA, (HL) |
| $\mathrm{CPO}[\mathrm{B2}][\mathrm{B3]}$ | CALLPO, n ( | LDID [B2] [B3] | LD DE, nn | SBB r | SBCA, r |
| $\mathrm{CZ}[\mathrm{B} 2][\mathrm{B} 3]$ | Call Z . n m | [X1H [B2] [B3] | LD HL, $n$ n | SB1 [ ${ }^{\text {2 }}$ ] $]$ | SBCA, $n$ |
| DAA | DAA | [ $\mathrm{X1}$ SP [ [82] [B3] | LD SP, $n$ | SHLD [B2][B3] | LD (nn), HL |
| DADB | ADD HL, BC | MOVM. ${ }^{\text {P }}$ | LD ( HL ) , , | SPHL | LD SP. HL |
| DAD D | ADD HL, DE | MOV r.m | LD r. (HL) | STA [B2] [B3] | LD (nn), A |
| DADH | ADD HL, HL | MOVII, 22 | LD $\mathrm{m}, \mathrm{r}^{\text {a }}$ | STAXB | $1 \mathrm{D}(\mathrm{BC}), \mathrm{A}$ |
| DAD SP | ADD HL, SP | MVIM | $10(\mathrm{HL}), \mathrm{n}$ | STAX D | LD (DE), A |
| DCRM | DEC ( HL ) | MVI f [B2] | L. D . n | STC | SCF |
| DCR r | DEC ${ }^{\text {r }}$ | NOP | NOP | SUB M | SUB ( HL ) |
| DCXB | DECBC | ORAM | OR (HL) | SUB r | SUBr |
| DCXD | DECDE | ORA | OR ${ }_{\text {r }}$ | SUI [ $\mathrm{B}_{2}$ ] | SUB $n$ |
| DCXH | DECHL | OR1 [ $\mathrm{B}_{2}$ ] | OR $n$ | XCHG | EXDE, HL |
| DCX SP | DECSP | OUT [82] | OUT (n), A | XRAM | XOR ( HL ) |
| DI | Di | PCHI | JP (HL) | XRA ${ }^{\text {r }}$ | XOR r |
| El | E | POPB | POP BC | XR1 [B2] | XOR $\quad$ |
| HALT | Hit | POPD | POPDE | XTHL | EX (SP), HL |

## INDEX

| A |  |
| :--- | ---: |
| absolute addressing | $108,439,446$ |
| ACT | 61 |
| accumulator | 439 |
| ADC | 101 |
| ADC, A, s | 190 |
| ADC HL, ss | 192 |
| ADD | 101 |
| ADD A, (HL) | 84,194 |
| ADD A, (IX + d) | 196 |
| ADD A, (IY + d) | 198 |
| ADD A, n | 67,200 |
| ADD A, r | $67,75,76,201$ |
| ADD HL, ss | 203 |
| ADD IX, rr | 205 |
| ADD IY, rr | 207 |
| addition | $58,95,100,105$ |
| address bus | 47 |
| address registers | 51 |
| addressing | 438,442 |
| addressing modes | $438,440,444,445$ |
| addressing techniques | 438 |
| algorithm | $15,16,114,539$ |
| alphabetic list | $558,565,569,570$ |
| alphanumeric data | 39 |
| ALU | $46,77,85$ |
| AND | 166,167 |
| AND s | 209 |
| application examples | 520 |
| arithmetic-logical unit | 46,61 |
| arithmetic programs | 94 |
| arithmetic shift | 119 |
| ASCII | $39,524,525$ |
| ASClI conversion table | 40 |
| assembler | $96,582,590$ |
| assembler directives | 596,598 |
| assembler fields | 590 |
| assembly-language | $67,580,592$ |
| assigning a value | 593 |
| asynchronous | $471,496,518$ |
| automated Z80 |  |
| instructions | $142,453,455$ |
|  |  |

B
B ..... 62
banks of registers ..... 62
BASIC ..... 24
basic architecture ..... 46
basic concepts ..... 15
basic programming choices ..... 579
basic programming techniques ..... 94
BCD ..... 35, 37, 525
BCD addition ..... 107. 110
BCD arithmetic ..... 107
BCD block transfers ..... 530
BCD flags ..... 112
$B C D$ representation ..... 35
BCD subtraction ..... 110
BCD table ..... 35
benchmark ..... 470
binary ..... 20, 21, 22, 41, 45
binary code ..... 19
binary digit ..... 18
binary division ..... 133
binary logic ..... 18
binary representation ..... 41
binary search ..... 546, 558, 559, 560,561, 566, 567, 568
BIT b, (HL) ..... 211
BIT b. (IX + d) ..... 213
BITb. $(I Y+d)$ ..... 215
BITb. r ..... 217
bit ..... 18, 20, 41
bit addressing ..... 448
bit manipulation ..... 172, 173
bit serial transfer ..... 471,472
block ..... 540, 542, 544block transfer $450,451,453,458,530$block transferinstructions163,450, 452
bootstrap ..... 48
bracket testing ..... 523
branch instruction ..... 441
branching point ..... 115
break character ..... 467

| breakpoint | 584,586 | CPI | 231 |
| :--- | ---: | :--- | ---: |
| bubble-sort | $533,534,535,536,537$ | CPIR | 233 |
| buffer register | 59,61 | CPL | 165,235 |
| buffered | 49 | CPU | 46,187 |
| buffers | 61 | critical race | 60 |
| bus request | 497 | CRT display | 44,587 |
| BUSRQ | 92,497 | crystal | 47 |
| byte | $18,19,41,444$ | CU | 46 |

C
C
CALL
28, 30, 31, 62, 73
$145,156,446,500$
CALLcc, pq 219
CALL pq 222
CCF 224
CALL SUB 143,144,145
carry $\quad 22,23,26,28,30,174$
central-processing unit 46
checksum computation 528
circular list 544,545
classes of instructions 154
clearing memory 520
clock 47
clock cycles 69
clock-synchronous logic 86
code conversion 525
coding 16
combination chips 48
commands 16
comment field 590
compare 531
compiler $\quad 545,581,582$
COND 600
conclusion 602
conditional assembly 600
conditional instruction 50
constants $439,445,594$
control box 49
control bus 47
control instructions 157,185
control registers $\quad 512,513.515$
control signals 91
control unit 46
count the zeroes 529
counter 463,465
CP 166
CPs 225
CPD 227
CPDR 229

CPI 231
CPIR 233
CPL $\quad 165,235$
CPU 46,187
critical race 60
CRT display 44,587
crystal 47
CU 46

D
D
62, 74
DAA 109, 236
data buffer 511
data bus 47
data counters 51
data direction register 512
data processing 155
data processing instructions 164
data ready 469
data representation 548
data structures 539
data transfers $\quad 154,158,160$
debugger 583
debugging 18
decimal 20,21,22
DECm 238
DECrr 240
DECIX 242
DECIY 243
decode 71,86
decoding 56
decoding logic 49
decrement 164,442
DEFB 596
DEFL 596
DEFM 597
DEFS 597
DEFW 596
delay generation 463
delay loop 464,483
deleting 553,565,574
design examples 548
destination register 67
development systems 587
DFB 596
DI 244
direct addressing 439,441
direct binary 19
direction register 515

| 146,571, 580, 594 |  | F |  |
| :---: | :---: | :---: | :---: |
| directories | 541, 545 | F | 61 |
| disk operating system | 541, 582 | fetch | 55,70,84 |
| displacement | 63 | fetch-execute overlap | 78 |
| displacement field | 442 | FIFO | 543 |
| DJNZe | 245 | file directory | 541 |
| DMA | 491, 498 | flags 31, | 50, 51,179,180 |
| documenting | 97 | flags register | 61 |
| DOS | 582 | flip-flops | 51 |
| doubly-linked lists | 545,546 | floating point represent | ation 37,38 |
| double-precision format | 34 | flowcharting | 16, 17, 114, |
| drivers | 49 | 450,46 | 4, 469, 494, 559 |
|  |  | front panel | 45,589 |
|  |  | G |  |
|  |  | general purpose register | 51 |
| E |  | getting characters in | 522 |
| E | 62 |  |  |
| EBCDIC | 39 | H |  |
| echo | 486 | H | 62,176 |
| editor | 583 | half-carry flag (H) | 176 |
| EI | 247 | HALT | 92, 185, 257 |
| 8-bit addition | 95 | handshaking | 477,478,511 |
| 8 -bit division | 134,137 | hardware | 93 |
| element deletion | 564 | hardware delays | 465 |
| element insertion | 550, 563 | hardware organization | 46 |
| emulator | 583 | hardware resources | 587, 589 |
| END | 597 | HEX | 525 |
| ENDC | 600 | hexadecimal | 41, 42,481 |
| ENDM | 597 | hexadecimal coding | 43,579 |
| EPROM's | 585 | high byte | 103 |
| EQU | 596 | high level language | 581 |
| error | 586 |  |  |
| error messages | 592 | I |  |
| EXAF, AF ${ }^{\text {l }}$ | 162 | I | 63 |
| exchange instructions | 162 | IFFI | 499 |
| Exclusive ORing | 31 | IFF2 | 499 |
| EX DE, HL | 249 | illegal code | 107 |
| executable statements | 16 | IM 0 | 258 |
| execute | 71 | IM 1 | 259 |
| execution | 56,69,599 | IM 2 | 260 |
| execution cycle | 55 | immediate addressing 1 | 08,159,439,445 |
| exponent | 37,38 | immediate operation | 69 |
| EX (SP), HL | 250 | implicit addressing | 438,445 |
| EX (SP), IX | 252 | implied addressing | 438 |
| EX (SP), IY | 254 | improved multiplication | 126, 128,129 |
| extended addressing | 160.441,446 | INr, (C) | 261 |
| external representation |  | IN A, (N) | 263 |
| of information | 41,44 | in-circuit emulator | 585 |
| EXX | 256 | INC (HL) | 267 |



| LD (IX + d), r | 313 | mantissa | 38 |
| :---: | :---: | :---: | :---: |
| $\mathrm{LD}(\mathrm{IY}+\mathrm{d}), \mathrm{r}$ | 315 | MASK | 168, 522 |
| LD (nn), A | 317 | memory cycles | 55 |
| $\mathrm{LD}(\mathrm{nn}), \mathrm{A}$ | 319 | memory map | 453, 586 |
| LD (nn), dd | 321 | memory-mapped 1/O | 157 |
| LD (nn), HL | 323 | memory-refresh register | 64 |
| LD (nn), IX | 325 | micro instructions | 86 |
| LD (nn), IY | 327 | mnemonic | 67,579 |
| LD A, (BC) | 329 | M1 | 92 |
| LD A, (DE) | 330 | modes | 444 |
| LD A, I | 331 | monitor | 48,582 |
| LD I, A | 332 | monitoring | 467 |
| LD A, R | 333 | MOS Technology 6502 | 452 |
| LD HL, (nn) | 334 | MPU | 52, 59 |
| LDIX, nn | 336 | MPU pinout | 91 |
| LD IX, (nn) | 338 | MREQ | 92 |
| LD IY, (nn) | 340 | multiple devices | 506 |
| LDIY, nn | 342 | multiple LED's | 482 |
| LD R, A | 344 | multiple precision | 98 |
| LD SP, HL | 345 | multiplexer | 52,62 |
| LD SP, IX | 346 | multiplication 113, | 4.115,116, |
| LD SP, IY | 347 |  | 51,152,153 |
| LDD | 348 | MUX | 52.62 |
| LDDR | 350 |  |  |
| LDI | 352 | N |  |
| LDIR | 354 | N | 34 |
| LED | 41, 480 | NEG | 358 |
| LIFO structure | 540,544 | negative | 24, 26, 32 |
| light emitting diodes | 41 | nested calls | 24. 145 |
| linked list 542,54 | 44, 568, 571, 573, | nibble | 18,36 |
|  | 574, 577, 578 | NMI | 91, 92, 498 |
| linked loader | 583 | nonmaskable interrupt | 498 |
| list 540, 548, 549, 5 | 550,555,556,557 | nonrestoring method | 133 |
| listing | 590 | NOP | 359 |
| list pointer | 542 | NOPs | 2 |
| literal | 69,439, 455, 594 | normalize | 7 |
| load | 96,106 | normalized mantissa | 37 |
| loader | 583 |  |  |
| logarithmic searching | 546.562 | 0 |  |
| logical | 166. 558 | octal | 41.42 |
| logical errors | 582 | odometer | +465 |
| logical operations | 141 | one's complement | 25 |
| logical shift | 119 | one-shot | 466 |
| long addressing | 449 | opcode 66,86, | 39, 444,446 |
| longer delay | 464 | operand 100 | 02,438,439 |
|  |  | operating system | 582 |
| M |  | operator precedence | 587 |
| machine cycle | 69 | OR | 166,168 |
| MACRO | 597,598,600 | OR s | 360 |

$\operatorname{LD}(I Y+d), r \quad 315$
$\mathrm{LD}(\mathrm{nn}), \mathrm{A} \quad 317$
$\mathrm{LD}(\mathrm{nn}), \mathrm{A} \quad 319$
$\mathrm{LD}(\mathrm{nn})$, dd 321
LD (nn), HL 323
LD (nn), IX 325
LD (nn), IY 327
LD A , (BC) 329
LD A, (DE) 330
LD A, $1 \quad 331$
LD I, A 332
LD A, R 333
LDHL, (nn) 334
LDIX, nn 336
LD IX, (nn) 338
LD IY,(nn) 340
LDIY, nn 342
LD R, A 344
LD SP, HL 345
LD SP, IX 346
LD SP, IY 347
LDD 348
LDDR 350
LDI 352
LDIR 354

LIFO structure $\quad 540,544$
light emitting diodes 41
linked list $\quad 542,544,568,571,573$, $574,577,578$
linked loader 583
list $540,548,549,550,555,556,557$
listing 590
ist pointer $69,439,455,594$
load 96, 106
loader 583
logarithmic searching $\quad 546.562$
logical errors 582
logical operations 141
logical shift 119
long addressing 449
longer delay 464

## M

MACRO $\quad 597.598 .600$
mantissa 38
MASK 168,522
memory cycles 55
memory map 453,586
memory-mapped I/O 157
memory-refresh register 64
micro instructions 86
mnemonic 67,579
M1 92
modes 444
monitor 48,582
monitoring 467
MOS Technology 6502452
MPU 52,59
MPU pinout 91
MREQ 92
multiple devices 506
multiple LED's 482
multiple precision 98
multiplexer $\quad 52,62$
multiplication $113,114,115,116$, 124, 151, 152, 153
MUX $\quad 52.62$
$\begin{array}{ll}\mathbf{N} \\ \mathrm{N} & 34\end{array}$
NEG 358
negative 24, 26, 32
nested calls 145
nibble 18,36
NMI 91,92,498
nonmaskable interrupt 498
nonrestoring method 133
NOP 359
NOPs 92
normalize 37
normalized mantissa 37

0
octal 41,42
odometer 465
one's complement 25
one-shot 466
opcode $66,86,439,444,446$
operand $\quad 100,102,438.439$
operating system 582
operator precedence 587
$\begin{array}{ll}\text { ORs } & 360\end{array}$


| rotate | 50,156 |
| :--- | ---: |
| round robin | 544,545 |
| RR s | 410 |
| RR A | 412 |
| RRC s | 413 |
| RRCA | 415 |
| RRD | 416 |
| RST | 183,500 |
| RST p | 418 |
| rubout | 467 |

## S

$\mathrm{S} \quad 178$
saving the registers 502
SBC A.s 420
SBC HL, ss 422
SCF 424
scheduling 491
searching $\quad 551,558,572$
segment drivers 484
segments $\quad 480,541$
sensing pulses 466
sequential lists 540
sequential searching 546
service routing 492
SET b, s 425
seven-segment light-emitting diode (LED) 480,481
shift $\quad 50,118,120,155,156$
short addressing $\quad 441,446,449$
short instruction 19
sign 178
signal 461
signed binary $\quad 24,25$
signed numbers 532
simple list 551
simulator 583
simultaneous interrupts 507
single-board microcomputers 587
16-bit accumulator 103
16 by 8 division $\quad 134,135$
16 by 16 multiplication $\quad 130,131$
skew operations 169
skip 157
SLAs 428
software aids $\quad 582,587$
SP 53
special digit instructions 172
speed 476

SRA s • 430
SRLs 432
stack $53,146,149,496,508,539,544$
stack pointer 53,540
standard architecture 49
standard PIO 511
status $\quad 31,85,476,515$
status bits $\quad 50,512$
status register 50
storing operands 102
string of characters 490
SUB A, s 434
subroutine call $\quad 143,146$
subroutine library 150
subroutine mechanism 144
subroutine parameters 149
subroutines $\quad 142,147,443,598$
subtraction 104
subtract (N) 175
sum of N elements $\quad 527,528$
symbolic 41,44
symbols $\quad 592,593$
synchronous 471,496
syntactic ambiguity 16
syntax 544
system architecture 46

## T

tables $\quad 526,539,540,551,554,592$
technological development 602
teletype $\quad 466,485,487,488,489$
temporary register 61
test $\quad 16,156,172$
testing a character 523
timer 465
time-sharing system 588
timing 463
trace 585
transfers 52
trees 544,545
truncating 34
truth table 167
two's complement $\quad 25,26,27,29$
two-level directory 541
U
UART $\quad 477,518$
underflow 32
utility routines 583

| V |  | X |  |
| :--- | ---: | :--- | ---: |
| V | $28,30,31$ | XOR | 166,169 |
| $\$$ | 137 | XOR s | 436 |
| vectoring of interrupts | 504 |  |  |
|  |  | $Z$ | 87,177 |
| W |  | Z | 95 |
| W | 87 | Z80 registers | 177 |
| WAIT | 92 | zero | 441,446 |
| working registers | 496 | zero page addressing | 516,517 |
| WR | 92 | Zilog Z80 PIO | 518 |
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## SOFTWARE
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## PROGRAMMING THE Z80

has been designed as an educational text and a self-contained reference manual. This book presents a thorough introduction to machine language programming, from basic concepts to advanced data structures and techniques. Detailed illustrative examples and numerous programs show the reader how to write clear, well-organized programs in the language of the Z 80 .

This book is the result of the author's extensive experience in the fields of education and programming, and it has been designed for clarity and readability. All concepts are explained in simple yet precise terms, building progressively toward more complex techniques. The reader will gain not only an understanding of programming in the language of the Z80, but also a detailed understanding of the way a microprocessor actually executes instructions.

Among the subject areas covered in PROGRAMMING THE Z80 are:

- Z80 Hardware Organization
- Input/Output Techniques
- Complete Instruction Set
- Z80 Addressing Modes
- Data Structures-Theory and Design
- Applications Examples

With over 200 illustrations, a thorough index and 7 appendices, PROGRAMMING THE Z80 is an indispensable work for engineers, students, home computerists and anyone interested in learning machine language programming skills.
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